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Editorial

I am extremely pleased to announce that
Paul S. Cannon has been named the new Editor
of the journal Radio Science. Paul will take
over from Tarek Habashy, who has done an
outstanding job as Editor. Congratulations to
Paul, and a very large thank you to Tarek!
Radio Science is published by the American
Geophysical Union. It carries the URSI logo,
and has long had a close association with
URSI.

In this issue you will find a call for papers
for a special issue of the Radlio Science Bulletin on “High-
Altitude Platforms.” Please read it, and contribute if you
can.

The Bulletin welcomes ideas for special issues. Please
send me any suggestions.

Our Papers

It was 81 years ago that reports were first made of
strange echoes in radio soundings of the ionosphere. These
were later identified as returns from the ionization associated
with the passage of meteors through the ionosphere. Jack
Baggaley provides a very interesting review of the history
and current status of the interpretation of such echoes. He
begins with a brief overview of the observation of such
echoes, the difficulties of their interpretation, and the
importance they have played as an observation tool. He then
provides avery detailed and most fascinating chronology of
the early observations of and experiments with meteor-tail
echoes from the 1920s to 1940. As he points out, many of
the early attempts at interpretation were little more than
speculation. Significant progress was made during the
years surrounding the second World War. The author
explains how the radars and related equipment developed
for military use enabled substantial improvements in the
observations and experiments. He traces the development
of experimental work on meteor-trail echoes through 1952,
and then explains the development of the theory of meteor
scattering. This includes a discussion of the scattering cross
section and how it behaves in limiting cases; reflection from
an instantaneously formed plasma column, and the effects
of'time variations; under- and over-dense echoes; reflection
from the plasma as it develops; and the effects of viewing
geometry. All of this leads to an understanding of the
parameters that can be measured using radar returns from
meteor tails. This paper is of interest both because of its
historical detail, and because of its scientific content.
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The efforts of Michael Rietveld and Phil
Wilkinson in bringing us this Review of Radio
Science are gratefully acknowledged.

The use of satellites to determine precise
position on the Earth’s surface has become
ubiquitous, critical for many everyday
functions, and such that it is almost taken for
granted. Satellite navigation systems depend

' on comparisons of measurements at thereceiver

of'the times of arrival of signals from multiple
satellites. Propagation issues play a key —and,
in many cases, the dominant — role in determining the
accuracy of such measurements, and thus the accuracy of
the position obtained. A. Hornbostel provides an insightful
look at propagation problems in such measurements, and
the methods used to mitigate them. The paper begins with
a description and analysis of the propagation path through
the atmosphere. The various components contributing to
ionospheric propagation issues are then examined, including
total electron content, and regional and temporal variations.
The use of two frequencies to correct for ionospheric
variations is analyzed. Many low-cost commercial systems
using satellite navigation use only single-frequency
receivers, and methods of correction for such systems are
described. Advanced satellite navigation systems, such as
the American Wide-Area Augmentation System (WAAS)
and the European Global-Navigation Overlay System
(EGNOS), are briefly discussed. The paper then considers
errors introduced due to tropospheric propagation. This
includes the effects of refractivity and delay, and their
regional and temporal variations. A comparison is provided
for various correction models. It is also shown that local
events, such as severe weather, can have significant effects.
The paper concludes with discussions of the effects of
ionospheric scintillations, shadowing, and multipath. This
paper provides a very comprehensive and quite readable
review of the factors affecting the accuracy of systems
using satellite navigation. Given the degree to which such
systems have affected everyday life, I think you’ll find this
paper fascinating even if you don’t deal with the design or
precision use of such systems.

The efforts of Madhu Chandra and Phil Wilkinson in
bringing us this Review of Radio Science are gratefully
acknowledged.

With the direct support of the URSI Board, Gert
Brussaard conceived and organized a Forum on Radio
Science and Telecommunications at the XXIX URSI General
Assembly in Chicago. One of the invited papers from that




forum, by Andreas Molisch, is included in this issue. It
provides an overview of ultra-wideband (UWB)
communications, a topic on which a tremendous amount of
research and development work is currently being done.
The paper begins with a discussion of what constitutes a
UWB system, and a thoughtful look at the potential
advantages associated with such systems. The various
frequency regulations and interference aspects that play
such a significant role in shaping UWB communications
around the world are then reviewed. The propagation
channels for UWB communications are analyzed in detail.
The differences between the channels used by common
narrowband communications and by UWB communications
are explained, along with why these differences are
significant. Two situations are considered: systems with
large relative bandwidth, and systems with large absolute
bandwidth. The fundamental form of the impulse response
is considered, along with issues related to the frequency
dependence of path loss, the arrival of multipath components
in clusters, and small-scale fading statistics. The two
available standardized channel models are discussed. This
is followed by an analysis of various methods of allowing
multiple users to simultaneously access UWB systems.
Methods described include impulse radio, direct-sequence
CMDA, OFDM, frequency hopping, and receiver design
for several of these methods. Several applications and
associated standards for UWB communications are then
summarized. This paper is an excellent introduction to and
an overview of a very important topic.

The efforts of Gert Brussaard and Phil Wilkinson in
bringing us this paper are gratefully acknowledged.

Our Other Contributions

Inhis “Radio-Frequency Radiation Safety and Health”
column, Jim Lin describes and discusses four recent studies

on the development of cancer in normal mice exposed to
various types of cell-phone radiation. The results are quite
interesting, as are the similarities and differences in the way
the experiments were conducted.

Peter Watson has another doctoral abstract to share in
his column. I know that there are many doctoral dissertations
in radio science for which Peter is not receiving abstracts.
If you or one of your students has recently completed a
dissertation in our field, please send the abstract to Peter.
This is an excellent opportunity for the community to learn
of the work, and for the student to become better known in
the community.

We also have announcements of two books by URSI
radio scientists in this issue.

Welcome
to Kristian Schlegel!

It is with great pleasure that I announce that Kristian
Schlegel, former President of URSI, is joining the Editorial
Board of the Radio Science Bulletin as Associate Editor for
Book Reviews. He will be actively soliciting reviews of
books in the field of radio science for the Bulletin. If you
have recently authored or edited a book in our field, please
contact Kristian (e-mail: schlegel@linmpi.mpg.de) regard-
ing getting the book reviewed. If you are aware of a book
that should be reviewed, or if you are interested in writing
areview of a book, please let him know. With the advent of
this column, we hope to be able to replace simple announce-
ments of books in our field with valuable reviews of them.

Jcs2t

Message from the Secretary General

It is with deep regret that Prof. Gert Brussaard offered
his resignation as URSI President at the annual Board
meeting in April since he felt that due to health problems he
was no longer able to fulfill his duties as President the way
he had hoped to do. He proposed to the Board that Prof.
Francois Lefeuvre, current Past-President, should replace
him as President for the remainder of the triennium. The
Board unanimously accepted this proposal, thanking Prof.

Gert Brussaard for his dedication to URSI and asked him to
remain on the Board as Past President.

In line with the URSI Statutes, all member Committees
have been informed and consulted about this proposal and
support this change in responsibilities which ensures a
continuous operation within the Board of Officers.
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Call For Papers

RADIO SCIENCE BULLETIN

Special Issue on High-Altitude Platforms

Submission deadline: August 31, 2009

The Radio Science Bulletin is soliciting papers for a
special issue on “High-Altitude Platforms,” tentatively
scheduled for publication in December 2009 (depending on
the number of papers accepted for publication, two issues
may be involved).

High-altitude platforms (HAPs) are stratospheric
quasi-stationary platforms that will operate at altitudes of
from 17 to 24 km for significant periods of time. HAPs will
be useful new complements — and in several cases, even
alternatives to—actual geostationary (GEO) and low-Earth-
orbit (LEO) satellites systems. The most important
applications of HAPs are for military and commercial radio
communication; remote sensing; intelligence, surveillance,
reconnaissance (ISR); differential GPS, and other wireless
applications. HAPs may also be advantageous alternatives
for numerous high-quality and broadband terrestrial radio
systems.

HAP activities concern numerous experts, and
especially URSI members of Commissions B, C, E, F, H, J,
and K. The scope of this special issue is to provide an
overview of ongoing HAPs research and development
activities worldwide, and to examine future perspectives.

The major topics related to HAPs are as follows:

» Concepts and thorough comparisons with GEO, LEO,
and terrestrial radio systems*

* Frequency standards, regulation, and management

* Antenna design

» Radio propagation issues and link budgets

» Coexistence and EMC issues

*  Modulation, multiplexing, and coding techniques

* Networks, diversity, and cluster operations

* Home security and military issues status and
forecasting

» Status of commercial issues and forecasting, especially
for mobile communication

» Communication and control for remote sensing and
wireless sensor networks

» Laser concepts and applications in comparison with
microwave systems
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* Microwave energy transmission to platforms using
rectennas

» Status of energy sources and forecasting, including
terrestrial microwave power

» Platform meteorology, positioning, thermal control,
and safety

» Status of UAV, manned, and balloon airships and
forecasting

(*The first topic will be presented as an introduction prior
to the RSB special issue.)

Potential authors are invited to submit draft papers in
PDF format to one of the Guest Editors below. The
submission deadline is August 31, 2009. Acceptance
notification is planned by October 30, 2009. The final
manuscript is due by November 30, 2009.

Guest Editors for the HAPs special issue:

Dr. David Grace (e-mail: dg@ohm.york.ac.uk) is
from the University of York, UK, which is leading the
European COST 297 HAPCOS research and technological
discussion forum on HAPs. He is working group chair for
WG1: Radio Communications, and the former technical
lead of the EU FP7 project CAMPANINA.

Prof. Ryszard Struzak (e-mail: r.struzak@ieee.org),
of the National Institute of Telecommunications (PL) and
Wroclaw University of Technology, is former Vice Chair
of URSI Commission E, co-Chair of its Working Group on
Spectrum Management/Utilization and Wireless
Telecommunications, and Head of the CCIR department
dealing with the frequency-spectrum management, radio
propagation, and science applications Study Groups.

Prof. Jacob Gavan (e-mail: jacobg@sce.ac.il) is co-
Chair of URSI Working Group E8 on Electromagnetic
Compatibility in Wired and Wireless Communication
Systems, and a Distinguished Lecturer of the IEEE
Communications Society. He was the former Dean of the
Faculty of Engineering of Holon Institute of Technology.
He is now a consultant and Head of the Communication
Engineering Section at the Sami Shamoon College of
Engineering in Beer-Sheva, Israel.




Trail Echoes

Meteoric Ionization :
The Interpretation of Radar

J. Baggaley

Abstract

Anoverview is presented ofthe developments during
the key stages in the recognition of the mechanisms
governing the behavior of meteoric ionization and an
understanding of the radio-reflection processes. Meteors
were the source that provided the enigmatic echoes: the
fleeting radio returns seen in early ionospheric soundings,
or as interference on communication links. The paper
covers the key observations, probing techniques, and
theoretical developments that enabled progress to be
achieved in our understanding of the scattering processes
from meteoric plasma, for the case of a reflection geometry
givingrise to trail echoes. The development of meteor-echo
theory enabled the realization of the value of radar meteors
as valuable atmospheric and astronomical probes.

1. Introduction

The year 2008 marked the 80th anniversary of the first
radio reports of strange fleeting echoes, which later became
understood as plasma produced by the ablation of
meteoroids. An originally enigmatic radio phenomenon,
viewed on occasions as an interfering signal, became a
valuable probing tool for the atmosphere. It enabled
measurements of temperatures, scale heights, and wind-
field, especially on micro-scales in a region difficult to
access by other techniques. Radar meteors also became a
tool for astronomy to gain a whole new perspective of
monitoring Earth-impacting bodies. They advanced our
understanding of the solar-system dust cloud. Radio
techniques enabled us to measure the speed of meteoroids
through the atmosphere and, using multiple sites, to
determine their trajectories and orbits in space. For such
programs, a foundation of the meteoric environment is
required: the behavior of the created plasma, and a
formulation of the mechanism of radiowave reflection. In
the present work, the focus is on the class of meteor
reflections now known as meteor-trail echoes, as distinct

fromthe head echoes. Attempts to formulate radio scattering
from the plasma produced by an ablating meteoroid could
not be attempted until several controlling factors were
known, such as a realistic appreciation of the geometry of
and physical conditions in the created plasma.
Experimentally, this was complicated in the 1930s by the
confusion of what is now termed sporadic-£ ( Eg), with
discrete reflections from the individual ionization trails of
meteors in the height regime of 90-110 km. It is now
recognized that an important agent in creating Eg isindeed
the ionization deposited by meteors that is redistributed via
charge exchange, and by the effects of wind-shear and
geomagnetic field forces.

There were interpretation difficulties, because some
early ionospheric-probing techniques employed swept-
frequency modulation of CW or square pulses, with phase
comparisons provided by reception from a distant transmitter
and by measuring the interference between the direct ground
signal and thatreflected from the ionosphere. The frequency
gradient provided the phase path and virtual sky-signal
path. The technique made discrete targets difficult to identify,
with multiple targets a problem in this method, resulting in
interpretation difficulties in terms of identification of specific
scattering entities. Reports described periods when a
reflecting layer suddenly changed its virtual height, as seen
on a (assumed) vertical sounding system (e.g., 1-6 MHz).
Compared to early ionospheric studies, the very short
durations of meteor returns were of quite a different time
scale, making their recognition and study difficult.

Intheearly literature, the terms used for non-standard
echoes from near 100 km included “abnormal E” and
“intense E.” Early soundings showed that sampling
simultaneously from stations separated by ~100 km yielded
largely unrelated echo structure. The horizontal and vertical
structure of Eg clouds was only slowly understood.

By their very nature, meteors were detected as
largely a byproduct of either propagation studies for early
radio links, or by vertical radio probing of the ionosphere.

Jack Baggaley is with the Department of Physics and
Astronomy, University of Canterbury, Private Bag 4800,
Christchurch, New Zealand; Tel: +64 3 364-2558; e-mail:
Jjack.baggaley@canterbury.ac.nz.

This is one of the invited Reviews of Radio Science from
Commission G.
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The advance of the ideas of meteor ionization and
experimental methods provided an interesting development.
In Section 2, it is useful to follow chronologically the
events, noting some of the experimental arrangements.

2. The Period from 1920s to 1940:
Observations and Speculations

In 1928, Heising [1], probing the £ region with
frequencies from2.7to 5.2 MHz, found sudden increases in
nighttime ionization levels in place of the normal decrease
that was known to occur after sunset. He included a rather
picturesque description: “It would appear as though great
masses of electrons are tossed into the atmosphere rather
quickly....” He proposed asolar source of impacting electrons
during the night as responsible. In 1929, Eckersley [2]
studied propagation conditions monitoring arrival directions
from stations transmitting in the range of 6 to 20 MHz,
where penetration of the £ region occurred, allowing
reflection from the F layer. “Anomalous scattering into the
skip zone” caused by ionized clouds below the normal £
layer was noted. In 1930, Appleton [3] noted the variability
of virtual height measured at 0.75 MHz, and remarked

On such occasions, it seems as if there were some
agency or agencies which either maintained the process
ofionization....Itappears as if on these occasions...there
is some ionising agent present which can influence the
dark side of the Earth.

In 1931, Skellett [4] made estimates of the ionization
densities produced from individual meteoroid ablation,
though with much over estimation because of the use of an
unrealistic fraction of the meteoroid kinetic energy that is

100
&0

e

merm-path (km,)

40

channeled into ionization, and also the exaggerated lateral
extent of the plasma. Pickard [5] reported on studies of
propagation conditions, carrying out several years of
commercial forward scatter, which included correlations of
increased nighttime signal strength with known meteor-
shower activity.

In 1932, Appleton and Naismith [6] noted abnormal
nighttime effects. Such studies took advantage of the
spectacular meteor displays that deposit energy into the
ionosphere. In the same year, Schafer and Goodall [7, 8]
used pulse sounding, employing four spot frequencies
between 1.6 and 6.4 MHzduring known showers, especially
the Leonids shower of 1931. They noted short-term nighttime
signal changes. They suggested as candidates for such a
source ofionization meteors producing what became termed
“blanketing Eg” (although simultaneous magnetic activity
related to a possible aurora complicated interpretation).
Skellett [9], in pointing out that the inferred heights of radio
features were similar to the heights of visible meteors,
presented estimates of energetics to provide deposited
ionization (the ionization probability used was too high by
orders of magnitude, and the plasma train too large). The
effectofthe bulk influx of many meteors was also considered.

In 1933, Appleton and Naismith [10], operating a
system in ionosonde mode and monitoring diurnally in a
long series, ““...recorded on anumber of nights the ionisation
in the lower region actually may increase....there is some
agency which produces nocturnal ionization beyond the
ordinary amount....” In 1934, Ratcliffe and White [11],
using night-time probing on frequencies of 2 MHz and
4 MHz, noted “...nocturnal E-region...have a likely source
of thunderstorms and magnetic activity....” Mitra et al. [12]
used a swept-frequency technique to determine the

Figure 1. An echo-range time record at 6 MHz over a period of one hour [15]. The ordinate is range from 10 to 140 km.
The 10 minute duration echo near the middle of the image is probably an E layer near the zenith. The other echoes
from 100 to 140 km are meteors ([15] used with permission of the Royal Society of London).
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Figure 2. An echo-range time record for a period of 40 s [17]. The ordinate range is from 0 to 600 km. All
echoes are probably meteors, those with ranges out to ~380 km are at large zenith angles (reprinted by
permission from Macmillan Publishers Ltd: Nature, [17], copyright 1937).

penetration frequency of the £ layer, and measured high
ionization densities coincident with the 1933 Leonids shower
influx.

In 1935, Skellett [13] modeled likely meteor effects
on the atmosphere, noting the self-luminous energy storage
associated with enduring visible trains. He monitored
transatlantic radiotelephone service over three years at
shower times, measuring effects on propagation-fading
disruption, with disruptions lasting seconds. He reported
that effects were marked during the Leonid 1931 apparition.
A separate 2.398 MHz sounding experiment was directed
specifically for the Eta Aquarid shower period in July 1931,
and also the Leonids in November 1931, using 2.398, 7.6,
and 8.5 MHz sounding. Increases in ionization were
attributed to individual overhead bright meteors, there
being few such events during non-shower days. Attempts
were made to estimate ionization densities and the effective
electron-ion recombination coefficient.

In 1937, Appleton et al. [14], sampling at 6 MHz,
noted “...E-layer bursts causes of abnormal E ionization
....we have also observed a peculiar type of reflexion at a
heightof 100 km which only lasts a few seconds....nocturnal
abnormal E region reflexions is caused by the entry of
ionizing particles into the atmosphere either in the form of
bursts or in the form of a steady stream...charged solar
particles or meteorites....”

The first time-sequence records seem to be those of
Watson Watt et al. in 1937 [15], who, reporting vertical
sounding at6 MHz, presented filmstrip range-time displays
clearly depicting meteor echoes lasting a few seconds
(Figure 1 shows a one-hour record: their Figure 10). They
stated that ““...bursts of ionization at 105 km giving densities
sufficient to return television waves at vertical
incidence...persist for a fraction of a second.”

Operating a swept-frequency 1-15 MHz sounder, in
1937 Bhar [16] reported on measuring the critical penetration
frequency of the £ region during the 1936 Leonid meteor

shower. A close association was found, but no effect on the
F region.

Also in 1937, Eckersley [17], monitoring a
commercial station witha 9.127 MHz 40 kW 200 ms pulse
with a 50 Hz pulse-repetition frequency (PRF), situated
19 km away from the receiver, used spaced-frame antennas
and phase comparisons to deduce echo directions. This
allowed the measurement of ground distance as well as
virtual height. The author noted discrete “ionic clouds”
present day and night, strongly suggesting meteors. A film
range-time display ofa40-second time period is reproduced
in Figure 2. In 1938, Skellett 18] supported the suggestion
by Eckersly of a meteor origin, commenting on “...short-
lived isolated clouds in which momentarily the ionization
reaches a value much higher than normal.”

Ina 1938 scattering study, Pierce [ 19] monitored the
signal strength from a 9.57 MHz 30 km-ground-distance
station, noting signal bursts. Pierce appears to have been the
first to be specific about the cylindrical geometry of the
plasma (though he considered that critical reflection
conditions operated, and that the plasma diameter was large
compared with the probing wavelength, with the ionization
density decreasing as the train expanded (under diffusion,
although that mechanism was not stated). Scattering from
sucha“...longcylinder ofionization...under these conditions
it is seen that no energy will be reflected to its source unless
a perpendicular may be passed from the source to the path
of the meteor.” Interestingly, the author pleaded for
simultaneous observations of visual meteors and the arrival
angle of signal bursts.

In 1938, Appleton and Piddington [20]useda 8.8 MHz
3 kW 30 ms pulsed transmitter (Tx), radiating via a half-
wave dipole A/4 above ground, giving a broad vertical
beam. They deduced the effective reflection coefficients on
the basis of small ionization clouds and the virtual heights
oftransient echoes day and night, near 100 km. They noted,
“There can be little doubt that these observations indicate
the temporary existence of marked scattering centres in the
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Figure 3. The duration
distribution of meteor
echoes at a frequency of

7.59 MHz [22].
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ionosphere which form and disappear throughout the whole
of the twenty four hours...due to some cosmic agency.”
Later, in 1939, Appleton et al. [21] described “intense-£
being clouds of more intense ionization immersed in a
simple region.” They further stated that they “...noted a
transient type of reflection lasting only a few seconds and
caused by scattering from temporary ionic cloudlets, which
is found by day and night round the 100 km level.” They
commented on the difficulties of recording such “fleeting
echoes.”

Concerned with effects on propagation, in 1940
Eckersley [22] studied scattering that occurred away from
off-great-circle propagation paths using a 19.5 MHz
transmitter with direction-finding antennas at a receiver
(Rx) of 19 km separation. Recognizing the common
occurrence of scattering processes, the author provided
definitive short-term scattering characteristics of Eq and
ion clouds (meteors). The first measurement of the duration
distribution was provided with experimental evidence for
many short durations (Figure 3, from Figure 11 of their
paper), the form being instructive in providing clues about
the reflection mechanisms.

The prevailing view expressed in work of the period
speaks of “ionic clouds,” “scatter clouds” — depicting a
spherical assembly of electrons—consistent with the discrete
echo of limited range spread that was commensurate with
that expected from the radar pulse length. It is interesting
that the idea of a column of ionization — analogous to the
visible excitation trail of a meteor — only came later. It was
not appreciated that a narrow column of electrons of length
similar to visible trails would in fact produce an echo of
discrete range (see Section 4.3). In addition, the geometry
of the reflection process results in reduced sensitivity to
meteors near the zenith, so that vertical probing was in fact
the most disadvantageous antenna-pointing direction (see
Section 4.3).

In 1941, Blackett and Lovell [23] examined the
possible production of an ionization column resulting from
proton impact produced by primary cosmic rays. The origin
of the “scatter echoes” was confirmed later as not being
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from cosmic rays. However, the geometry and radar
scattering mechanism was established by this paper: “A
cosmic ray shower of high energy produces a long narrow
cylinder of ionization traversing the whole atmosphere.”
They established the essential geometry of the reflection
process: the shape of the target means they employed a
scattering length of one Fresnel zone (see Section 4.3). Itis
of interest to note that the paper was composed (August
1940) at a radar station that was often under attack from
aircraft [24].

The association of visual meteors with reflections at
3 MHz and 6.4 MHz was studied by Pierce in 1941 [25], to
confirm the governing geometry: “...energy of impact
sufficient to ionize any particle with which it comes in
contact. Thus a line of ionized atoms or molecules is
established along which the density of free electrons is very
great. The charged particles immediately begin to diffuse
radially....” The author made an estimate of the electron
density from the echo duration. However, an incorrect
reflection coefficient was employed: an extended ionization
column was recognized, but the column diameter was
incorrectly assessed as being much greater than the operating
wavelength (implying diameters >100 m).

3. The Period 1940 to ~1952:
Interpretations

The period of 1939-45 provided an impetus for three
reasons:

1. Equipment: a large number of radar tracking stations
employing high pulse power with narrow-beam steerable
antennas directed to low elevation (rather than sampling
towards the zenith), to provide aircraft detection and
tracking, became available;

2. Personnel with defense experience and subsequent
availability of equipment (and in some cases military
personnel to assist). Similar equipment served to advance
the early work in radio astronomy.




3. The parallel development of theoretical work to
understand the types of observed echoes.

3.1 Radar Equipment and
Techniques

Many of the radars that were produced during WWII
formed an interesting subject in themselves. Some were
ideal for the task of providing foundation observations for
theoretical formulations of reflection coefficients, echo
behavior, and tools for both atmospheric and astronomical
studies. Especially suitable for the purpose were the mobile
gun-laying (GL) radars, developed in the UK circa 1940,
operating at 72 MHz and attached to antiaircraft units. The
GL2 unit was capable of a power output of 150 kW of 3 ms
pulses at 1 to 2.2 kHz pulse-repetition frequency with a
25 kV de supply. This was achieved from a pair of cathode-
driven VT98 triode (also labeled type CV1098) power
tubes using forced-air cooling. The tube (Figure 4) was
developed from the previous VT58 in order to secure
greater emission under pulse conditions by incorporating
filaments using thoriated tungsten. The GL2 employed a
system of dipole antennas at differing heights and horizontal
separations for elevation and azimuth fixing. With minor
modifications, this equipment proved ideally suited as a
meteor-research tool. Other systems, such as the Chain
Home (CH) system, used a frequency (20-30 MHz) that
was actually more sensitive for meteors (see Section 4.4).

Figure 4. The transmitting tube, type VT98.
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They used water-cooled transmitter tubes, required large
metal antenna supporting masts in operational service, and
required a team of personnel to operate.

There were associated advances in techniques that
enabled efficient operations and that proved valuable for
meteor use. These included the provision of a common
antenna for both transmitting and receiving (the transmitting/
receiving switch employed /4 stubs and spark gaps), and
the development of polythene as improved insulating
material for coaxial cables used in transmission lines and
impedance-matching sections. The introduction of the Chain
Home Low (CHL), Ground Controlled Interception (GCI),
and similar radars operating at 200 MHz and the later
magnetron-powered radars at 10 cm (for improved image
resolution), were not as useful. Meteor scattering is a long-
wavelength phenomenon (see Section 4.4): during the 1960s,
the author built and operated a radar system for meteor
research operating at 17 MHz, which was constructed in
part of surplus military components.

Many GL2 units were produced and some rendered
meteor service around the world. One unit was used up to
1975 by the author at the University of Canterbury’s station
near Christchurch in New Zealand. The author also visited
aunitused at the Englehart Observatory near Kazan, which
operated until about 1985. It was the eventual lack of a
supply of VT98 tubes that caused the end of the GL2’s use
for these two radar-meteor programs.

3.2 Experimental Work

During the operation of defense radars in the UK,
echoes were commonly observed on Chain Home and gun-
laying units (termed “scatter clouds” or “short duration

Figure 5. The first mobile ex-army GL2 radar used from
1945 for meteor studies at Jodrell Bank, near Manchester,
UK (photo provided by the University of Manchester).
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Figure 6. A sequence of echoes recorded on film at 16
frames per second. The range interval shown is 80 to
125 km ([30], IOP Publishing Ltd., used with permission).

scatter echoes”) at frequencies well above the critical
frequencies for either normal or abnormal ( Eg) layers,
where such echoes often interfered with aircraft detection
and tracking. The availability of mobile radar units and
photographic recording led to an intense period of
observational work during 1945-48. This led to rapid
progress where the need was recognized to modify the
antenna-elevation response for optimum meteor detection.
For example, the work at Jodrell Bank, near Manchester
UK, starting in late 1945 employed a modified GL2 system
(Figure 5), with the later addition of an army searchlight
mounting for an array of fully steerable Yagi antennas,
enabling full-sky surveillance.

In 1945, Eckersley and Farmer [26], using a frequency
of 7.6 MHz, measured the direction of arrival and
polarization state of echoes near 100 km for both Eg and
individual meteors. They noted rapid polarization changes.
They considered that such echoes were incompatible with
a meteor source, because their phase behavior suggested
rapid changes in arrival direction due to suggested multiple
paths (but see Section 4.4 for theoretical phase behavior). It
was noted that meteors reflected at frequencies well in
excess of the critical frequency of the Fregion: 45 MHz TV
(Appleton [27]) and at 105 MHz (Ferrell [28], using a US
military SCR270B radar unit).

In 1946, Hey and Stewart [29] carried outa surveillance
from October 1944. They recognized that “columns of
ionized gas....present their echoing areas when viewed at
right angles to their length.” Operating ex-military 150 kW
radars from 42 to 75 MHz, equipped with Yagis, they
recorded the Lyrids meteor shower (April 20,21,22, 1946),
while maintaining a visual watch for overhead meteors.

™ Radio Science Bulletin No 329 (June 2009)

o Tirrez (e i 5

Figure 7. A range-time radar 55 MHz 8 s sequence [30]. The
echo at range 102 km was composed of several features
(probably) caused by atmospheric turbulence. The echo at
range 100 km had a body (transverse geometry) echo,
showing a drift in range caused by a radial wind and a faint
head echo lasting 0.5 s with a hyperbolic range-time charac-
teristic, from which the meteor speed can be derived. That
speed would be a lower limit, since the aspect angle between
the trajectory and the radar beam line of sight was not known
(/30], IOP Publishing Ltd., used with permission,).

They so confirmed the association of echo activity with
showers. In addition, recognizing the importance of the
reflection geometry, they were able to deduce the radiants
(upstream meteoroid direction) of a stream (not for individual
meteors: the technique requires several members) by
employing the different radar-system responses governed
by the meteor-reflection orthogonal geometry due to different
antenna-pointing directions. They thus for the first time
identified daytime meteor streams.

Extendingtheir earlier work, in 1947 Hey and Stewart
[30] presented a time sequence (cine film, 16 frames per
second) aimed at quantifying the rapid decay times of
echoes (Figure 6). From this, they made the significant
finding that many echoes (at 73 MHz) had decay times of
the order of 0.06 s. Using multiple radar stations, they
measured echo-height distributions. With the important
recognition of the controlling geometry, they deduced
radiant coordinates for the Delta Aquarid meteor shower of
July 29, 1946, and the Giacobinids (that spectacular event
providing a focus of many observational projects and
impetus to our understanding) on October 10, 1946. They
also reported much reduced echo rates, using sampling at
the higher frequency of 212 MHz. In a key observation,
they were the firstto report the head echo shown in Figure 7.
This is the reflection from the plasma surrounding the
meteoroid itself — weak compared with the broadside echo
— with the range-time hyperbola function providing an
estimate of the meteoroid’s linear speed in the atmosphere.
In 1947, Prentice et al. [31] mapped the Giacobinids and
other streams. By orienting the directive Yagi array in a
different direction with respect to the shower radiant, they
were able to confirm the scattering geometry in a dramatic
way during the Giacobinids display. The optimum reflection

11




HannE w HILLA

R o mLEs

2 1 ORI

Figure 8. Echo range-time records at 27 MHz with 10 minute records: (upper) October 9, 1946, GMT
2315; (lower) October 10, 0350 at time of the Giacobinid shower influx (reprinted by permission from
Macmillan Publishers Ltd: Nature, [33], copyright 1946).

geometry was also used to deduce shower radiants by
McKinley and Millman in 1949 [32].

Asreportedin 1946 and 1947, Appleton and Naismith
[33,34]alsoused filmrecording ofa CRT display. Operating
at 27 MHz with 15 ms, 50 Hz pulse-repetition-frequency
pulses directed vertically, they maintained a two-year survey
daily from January 1944. This included the Giacobinid
shower of October 10, 1946. Figure 8 shows their range-
time plot, in which Plate B showed the very high influx rate
from October 10, 0350 to 0400 GMT. The Giacobinids
were also monitored using 3 MHz by Pierce, reported in
1947 [35], recording a meteoric £ layer with substantial
deposition sufficient to maintain ionization in the layer for
four hours.

In 1947, Eckersley [36] proposed an analogy of
meteor reflection with the case of alpha-particle scattering
from heavy atoms. This comparison is not applicable, since
the geometry is quite different because the model was of a
small spherical-like cloud, but the meteor case is not
spherically symmetrical. It was also mistakenly proposed
that the ionization target should move with the meteoroid
(as is actually the situation for the quite different case of the
head-echo-producing plasma).

In 1948, Eastwood and Mercer [37] reported on a
surveillance from January 1945 to July 1946 at 20-45 MHz,
with a vertical stack of horizontal half-wave dipoles and
cine-camera photographic CRT display. This was able to
record echo amplitude as a function of time for individual
echoes at a sampling rate of 25 Hz. Diurnal, seasonal, and
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solar-cycle rates were studied, as well as the dependence of
the echo range distribution on elevation pattern, and its
relation to antenna type and ground height. Examination
was also made of the echo rate dependence on operating
radar frequency, and a study of the influence of the July 9,
1945, solar eclipse.

In 1948, Allen [38] described forward scatter at
40 MHz (carried out during 1943), reporting chartrecording
of“bursts,” and noting that longer scatter durations occurred
at 10 MHz. Diurnal and seasonal forward-scatter bursts
from several commercial stations were examined. The
study noted simultaneous visual meteors and bursts via
scatter to indicate that reflections were orthogonal to the
trajectory. The forward-scatter configuration was analyzed
by Geometrical Optics with modifications by Manning and
Villard in 1948 [39].

The diurnal-seasonal rate characteristics mapped [37,
37, 38] can be interpreted in terms of astronomical effects.
Although influenced by the orientation and width of the
radar antenna’s radiation pattern, the meteor influx at any
latitude is dominated by the elevation of the Earth’s apex
(the upstream vector of the Earth’s orbital motion) above
the radar’s local horizon.

A summary of the theoretical understanding of the
meteor-scatter process to date was provided by Lovell and
Cleggin 1948[40]. They presented amodel of the formation
process of the plasma trail with correct geometry, and also
measured the wavelength dependence of meteor-reflection
coefficients. This work was later extended by Kaiser and
Closs in 1952 [41].
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4. Meteor-Scattering Theory

A firm theoretical foundation of radiowave scattering
from meteoric ionization is necessary to provide sound
linkages between the interaction of meteoroid bodies with
the atmosphere and the relationship between the
characteristics of returned signals and other parameters.
These parameters include meteoroid mass, trajectory, speed,
and conditions in the meteoric plasma and its complex
meteor environment: atmospheric parameters, wind field,
and geomagnetic field.

There are two particular radar-observing geometries
for meteor scatter that have evolved (originally, from
distinctly observed echo types). The first is reflection
orthogonally from the linear column of ionization, so that
scattering takes place from a long (~1km) cylinder of
plasma, observed employing a transverse geometry
producing atrail echo or body echo. The second isreflection
from the spheroidal plasma immediately surrounding the
ablating meteoroid, observed employing radial geometry:
the head echo. In the former configuration, the radar’s line-
of-sight is strictly orthogonal to the meteor trajectory, and
in the latter, the line-of-sight is broadly radial. Here, we
follow the above early observational work of Sections 2
and 3, and focus on the transverse echo situation. Some
aspects of the head echo (see Section 4.4) have been
described [42], and some associated studies have been
recently outlined in the Radio Science Bulletin [43] and by
Mathews [53].

The formulation of a theory of radar scattering for the
transverse reflection geometry, producing a broadside body
echo, can be regarded in essentially two stages:

1. To treat the ionization column as an instantaneously
formed long column, which expands by ambipolar
diffusion, retaining a Gaussian cross section (ignoring
any distortion from geomagnetic field forces), and
remaining stationary (not moving with the neutral
atmosphere). It is thus an assembly of electrons of time-
increasing radius.

2. To superimpose a modulation produced by the finite
creation time of the plasma.

4.1 The Scattering Cross Section

For an assembly of electrons in the meteor case with
electrons at essentially the same range, the effective total
scattering cross section depends on the summation of phase
contributions from individual electrons, on the overall
geometry, and on whether secondary radiative effects are
present (depending therefore on electron number density).
Atmeteoric altitudes (~100 km), electron-neutral collisions
can be neglected in the radiowave scattering process.
Coherent reflection from the meteor plasma provides the
radar target. A single electron has a scattering cross section
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to an incident electric field of o = 47rre2 sin? y , where le
is the classical scattering radius, and ¥ is the angle between
the E-field vector of the incident wave and the scattering
direction. For the radar backscatter case, with co-located
transmitter and receiver, ¥ =90° and O ~ 1028 m?

The signal power available to a receiving antenna,

Py , from a target of scattering cross section o atrange R,

using transmitting and receiving antennas of gains Gy and

G, , with transmitting power P and operating wavelength
A, is of the standard form

_RGiG A
Pr= 647°R* o

The problem reduces to determining an expression for the
total scattering cross section, o , forthe particular equipment,
geometry, and meteor train parameters.

4.2 Behavior in Limiting Cases

The large range of masses of meteoroids incident on
the Earth’s atmosphere means a substantial range in
ionization densities is generated. The ionization distribution
has the form of a tapered cylinder, with a larger radius at
greater heights resulting from the larger atmospheric mean
free path and the finite time to diffuse. For the limiting case
of'a weak plasma, the radio waves pass through the plasma
unaffected. The scattering of the incident radio waves from
electrons takes place independently without any secondary
or interference effects. The total scattering is then the
summation over all electrons in a cross section of the meteor
train. Such a situation is described as an under-dense train.
At the instant of formation of such a train, if the plasma
radius at formation, rg, is very small compared to the radar
wavelength, A, then for evaluating the reflection, all
electrons can be considered to be situated on the train’s axis
and with the same scattering phase. For the opposite case of
an extremely dense plasma, secondary scattering is an
important feature, and the incident wave is grossly disturbed.
Thedielectric constant of the medium is sufficiently negative
for total reflection to occur at some critical boundary. Thus,
as diffusion increases the dimensions of the boundary, the
reflection coefficient increases. Train expansion reduces
the electron number density on the axis so the dielectric
constant becomes less negative, the critical radius collapses
to the train axis, and subsequently, individual electron
scattering operates as the incident wave penetrates the
plasma column. Such a dense expanding train can be
regarded in its reflection behavior for the limiting high-
electron-density case as a metallic cylinder the radius of
which expands for a period before collapsing. This regime
is termed an over-dense train.

The transition between the two regimes can be defined

in terms of the attenuation of the incident wave. Since the
dielectric constant of the plasma is negative for the over-
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Figure 9. The reflection
coefficient as a function of time:
full line: parallel polarization;
broken line: transverse polari-
zation (reprinted from [44] with

permission from Elsevier).

(ka)*

dense case, the incident wave is an evanescent wave. If the
plasma is of such a critical density that the amplitude of the
evanescent wave is reduced to € * on the axis (in analogy
with the skin depth for a metal, although for a metal, the
concept employs the ohmic conductivity), the train plasma
is described as being transitional. This definition means that
the attenuation distance, equal to the radius of the cylinder,
a, is A/27 . The corresponding critical electron density,
n.=dq ra? , can be related to the radiowave frequency
and plasma conditions by n. = o’ meg / e’ with m and e
being the electron mass and charge, respectively, and &g
beingthe free-space permittivity. The corresponding critical
electron line density is q = 8.9x10"3 m™ (a value that is
independent of the probing radio frequency). This was
derived assuming a cylinder of uniform cross section (a
more-realistic Gaussian profile changes the value only
slightly). Such a value corresponds to a meteor optical
magnitude of approximately +5 (near the limit of unaided-
eye visibility).

4.3 Reflection from an
Instantaneously Formed Column

The time variation of the reflection coefficient cannot
be derived in analytical form. A full-wave treatment,
employing numerical solutions, is necessary [44]. To keep
the problem tractable, itis assumed that (ambipolar) diffusion
operates, retaining a Gaussian cross section with initial size
established by thermal expansion to a few mean free paths.
A more complete treatment shows that the distortion caused
by the geomagnetic field can have a marked effect when at
large heights the electron-neutral collision frequency
becomes small compared with the electron gyro-frequency.
Including fully the polarization field within the meteor
plasma and the effects of ambient background ionization
provide a more detailed analysis (e.g., [45]).

In the general case, the interaction of the EM wave is
considered in terms of a reduced dielectric constant within
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the plasma. A plane wave incident at arbitrary angle to the
column’s axis can be resolved into components parallel to
and transverse to the axis. Within the column, the £ and B
fields must satisfy Maxwell’s equations, and we expand the
field components in cylindrical harmonics. Outside the
train, the field is the sum of the incident plane wave and the
scattered (cylindrical) wave. The incident waves are
expressed in terms of a series of Bessel functions. The
cylindrical wave is expressed in terms of Hankel functions
of the first kind, the order of which is dictated by the
geometry and radial dependence for this case. To yield
reflection coefficients, numerical solutions of the equations
are matched onto asymptotic forms representing the incident
and scattered waves: the field components at the matching
radius. Numerical integration of the field equations [44]
provides solutions (powerful computing techniques that
have become available allowing such full-wave solutions
were not available to aid early attempts [41]). These present
reflection coefficients and map polarization changes in the
scattered field early in the echo lifetime, and the resonance
that can occur when the incident electric vector is transverse
to the train’s axis (so the electrons are being driven across
a density gradient, producing charge separation).

Solutions are presented in terms of time from train
formation at t=0. ¢ is the electron linear density, in
electrons m = , under a diffusion coefficient, D, where the
el plasma-column radius, a, is given by a’ = r02 +4Dt ,
with 1y being the initial Gaussian radius. Some results of
sucha full-wave treatment, providing the complex reflection
coefficient, are shown in Figures 9 and 10, where the
orthogonal plane polarizations are shown. The reflection
coefficient, g, is related to the scattering cross section by
g% = or/2RA . A isthe operating free-space wavelength,
andthe wavenumberis k = /27 .For ka > 1, the horizontal
axis in Figure 9 is then approximately proportional to time.
Figure 9 shows the reflection coefficient, g, for the parallel
and transverse cases as a function of ¢ over a range of line
densities showing the echo-transition region, where the
change from strictly exponential decay for small g can be
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polarization ratio for various q

electrons m’' (veprinted from [44]
with permission from Elsevier).

seen. It is clear that there is a range of a factor of ~ 10? in
q in the bridging region between the two limiting cases.
Figure 10 shows the polarization ratio and the resonance
peak for the optimum value of ka. Two situations might be
envisaged. If the train is created with a small Iy, then it has
to diffuse to a critical radius for resonance to occur. If 1y is
too large, then no resonance condition will be possible.

The echo behavior can be summarized as follows.
4.3.1 Under-Dense Echoes

The later stages of an under-dense echo are dictated
by diffusion. As the plasma expands, phase summation of
the individual electron contributions in a train’s cross
sectionresults inareduction in the echo reflection coefficient,
g. If a Gaussian train cross section is maintained during
expansion, the change in g will be an exponential function

(ka)

of time. The echo decay is described by exp(-t/tq ), with
ty = 22 / 327D . The role of the geomagnetic field in
producing anisotropic diffusion has been emphasized. The
resulting distortion of the plasma column produces a look-
angle dependency on the decay of the radar echo. For
simplicity of treatment, assuming a Gaussian profile and
circular symmetry at formation, the plasma column distorts
into a generally elliptical cross section. With inhibited
diffusion, the echo decay rate can be very much less, and
enhanced echo lifetimes can result under certain geometries.

4.3.2 Over-Dense Echoes

A full treatment of the reflection from a Gaussian
dense plasma is complex, because of the effects of the
weaker ionization in the outer regions of the column on the
wave. However, a simple picture enables an estimate to be
made of the echo characteristics of an over-dense plasma.

naj=

Height,
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Figure 11. The height variation of
over-dense meteor echo durations
for a radar frequency of 30 MHz
(reprinted from [47] with permis-
sion from Elsevier)
—e—e—e  the expression
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For a general over-dense plasma, there will be a critical
radius, I, at which the plasma has a critical electron
number density, N, (for which the dielectric constant is
negative). This will occur when

m(t)(ﬂijexp[—]

Defining the duration of an over-dense echo as the time for
the axial electron number density to fall to n., so that

n. (0,t)= q/7a® = a)ZrT'lgo/e2 , then the over-dense

duration is
2
T _[e_z}[ij_[&]
ov — 4 2
ey \ @D 4D

where the last term represents the “age” of the train at the
start (the time to diffuse to a radius of ry) under normal
diffusion, and is only comparable with the first term in the
upper meteoric region, >105km. This diffusion-limited
echo duration will be modified by the action of ionic
processes removing electrons from the train plasma. Models
can be made of how echo durations will be curtailed by the
effective decrease in the value of the line density, ¢
(chemistry influence is usually negligible for under-dense
echoes). Ozone is expected to be the dominant gas initiating
the chain of reactions responsible for the deionization of
trains. Because of the solar control of lower thermosphere
O3 densities, the durations of echoes under daytime
conditions will therefore be markedly reduced compared
with nighttime. The modeled electron-loss characteristics
can then be inserted in the echo durations to model the echo
lifetimes as a function of altitude. Illustrations are given (for
a radar frequency of 30 MHz) in Figure 11 of how T,
values are expected to vary with altitude. The approximately
exponential downwards increase in Ty, due to both an
increase in ¢ (for a given meteor) and an atmospheric-
density increase are countered by the increasingly short
chemical lifetime of electrons below ~95 km. This relates to
the observation of occasional long-enduring echoes (for
example, [20, 22]). A specific illustration of the effect is to
be found in the altitude variations of long-enduring Perseid
meteor echoes [46]. In that study, triple-station ranging
fixed the echo altitude, so that the echo duration could be
followed by the radar system as a function of altitude during
the persisting ~ 9 min train. As predicted ([47]), the most
enduring section of the diffusing plasma occurred at an
altitude close to 93 km (Figure 11).

This sensitivity of echo behavior to ambient gases
presents a method of monitoring the atmosphere.
Measurements of the characteristics of radar-echo lifetimes
can enable estimates to be made of the altitude profiles of
the important atmospheric species Oz ([48, 49]) in a
altitude regime that is largely inaccessible by other
techniques.
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Itisinstructive to provide an example of echo-duration
characteristics by reference to a historical case. The first
reported echo-duration distribution measurements [22] can
be interpreted in terms of the theoretical behavior. In
Figure 3 of this work, there was a preponderance of short
echoes, with 85% having a duration < 2.5sand 6% >10s.
The types of radar systems employed in the period, ~1940,
using a transmitting power of a few kW and low antenna
gains, would have had a limiting sensitivity of
g ~10”m 1 This corresponds to a meteoroid mass of
~10~%kg, and a visual magnitude of ~+10. The meteoroid
population mass content follows a power law: there are
many more small bodies than large bodies. Asaconsequence,
the radars of this type detect many more under-dense short
echoesthan over-dense. The mode duration [22] was ~1.5s,
and from the expression for ty above and an operating
frequency of 7.59 MHz, the inferred diffusion coefficient,
D, was 6.6 mzs_l, corresponding to a height of ~95 km
[50]. This is a representative average ablation height for
meteors.

More recent work has extended the treatment to
recognize the role of plasma instabilities produced by
ionization gradients and £ fields created by the action of
ambientneutral wind, or resulting from the action of diffusion
across the geomagnetic field[51]. The growth of instabilities
depends on the background general ionospheric ionization.
Such plasma instabilities result in meter-scale irregularities,
having a geometry controlled by the geomagnetic field,
which may result in range-spread echoes and enhanced
echo durations. The effect depends on the angle between the
radar-echo direction and the meteor trail [52, 53, 54].

In the interaction of an ablating meteoroid with the
atmosphere, the ionization along the trajectory is distributed
so that the electrons and ions are deposited over the physical
path length. This is governed by the mass-loss rate, which
depends on the track’s zenith angle, Z, so that g ~cosZ .
An echo close to the zenith would be generated by a meteor
with a near-horizontal trajectory and therefore a low ¢, and,
in consequence, low detection rates. This bias would be
responsible for the sparse meteors recorded for vertical
ionospheric-sounding antennas in the 1930s, and for
improved detection conditions using low-elevation aircraft-
seeking radars in use from 1940 to 1945.

In the case where the transmitter and receiver have a
substantial ground separation, the situation is that of forward
scatter ( ¥ not equal to 90°). The geometry becomes that of
oblique reflection, being an extension [55] to the method
outlined here.

4.4 Reflection from the
Developing Plasma

In order to complete the modeling of the time
variation of meteor scattering, it is necessary to modulate
the instantaneously formed ionization train by taking into
account the finite time interval to create the plasma column.
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This formation process is modeled by assuming that the free
electrons can be regarded as essentially confined to the axis
(so rg ~ A). This approach permits an analysis in terms of
diffraction, where the relative phases of contributions of
segments ofthe forming plasma sum to provide the scattered
field. The time behavior of the body echo arises as the
meteoroid deposits ionization over increments in length at
a changing range, and therefore with changing phase. The
concept of a Fresnel “zone” (rather than “interval”), often
used in describing meteor diffraction, arises from its use in
the two-dimensional case in optical diffraction on a plane
surface, and derives from its use in describing the operation
of the zone-plate optical device. Such a zone plate is
described by annuli having successive (usually )
increments in phase. Such a geometry, employing a zone or
area, is not strictly appropriate in the present meteor case,
where the contributions are distributed in one dimension.
The term “Fresnel interval” or “Fresnel length” is more
realistic in the meteor case involving linear scatter, producing
a cylindrical wavefront.

The time variation of the scattered electric field and
its phase — the complex electric field — is the vector sum
from elements along the meteoroid’s trajectory, with
contributions from adjacent Fresnel intervals being 7 out
of phase. The oscillatory electric field provides the
backscattered echo, with the received power at the antenna
being

PrGr G, 4°0, (Cz N Sz)qz ,

p =
" 2567°R3

where C and S are the Fresnel integrals. These are defined
by

and

X 7Z'X2
S= js‘n[—]dx-
2

—oo

Xis the Fresnel parameter, proportional to the distance Vt
(with V'being the meteor velocity) of the scattering element
from the origin gX =0), measured in Fresnel intervals:
X =2 (M)ﬂ . The maximum value of the resultant
electric field can be regarded as due to an effective train
scattering length of about one Fresnel interval,
~(RyA/ 2)1/2, either side of the X =0 condition (the tg
point where the trajectory is orthogonal to the radar sight
line). The resultant maximum scattering cross section
depends on the square of the number of contributing
electrons. The maximum echo power available at the radar
antenna occurs when the Fresnel parameter X =1.217.
Thus,

pr =126x10 RGrG, (4/R)’ (C?+ 57 )o?

watts, with ¢ electrons mL.

The time behavior of the received signal has a close
optical analogy with the angular changes in light intensity
in the case of diffraction at a straightedge in classical optics,
or the cylindrical-wavefront radio electric field in the radio
shadow produced by an obstacle. The complex diffraction
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Figure 12. The Cornu Spiral: an
orthogonal plot of C(X) and S(X).
The distance along the meteor trajectory
from the orthogonal point on the meteor
trajectory is represented by the distance
along the curve from the (0,0) point to
the limits of £ 8.
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Figure 13. The time variation of the scattered electric
field (echo amplitude in arbitrary units) with X as the
Fresnel parameter proportional to time. The top trace

is for no diffusion; the three other traces show the
pattern of echo decay for cases of increasing diffusion.

behaves in these cases in a way described very usefully by
the Cornu spiral (Figure 12). The relative echo amplitude at
any time (and therefore the value of X) is given by the length
ofavector from the point C=-0.5, S=-05,( X =—0),
to a point having a particular value of X on the curve. The
time variation of the echo-diffraction electric field is
proportional to (C2 +S?) " (Figure 13). The variation of
phase, ¢, is described (Figure 14) by
tang =—(0.5+S)/(05+C). As the meteor approaches
the orthogonal position tg, there is a rapid rise of the signal
as an increasing number of half-period Fresnel intervals
contribute. The phase increases monotonically (as the
meteoroid-generated plasma approaches theradar), reaching
a maximum of —7/6 (strictly, —29.4°) when X =0.57
(defining the phase as —z/4 when X =0).

As the meteoroid moves through successive Fresnel
intervals, both the signal and its phase oscillate. At the
instant of maximum ( X =1.22), about 90% of the energy
is contributed by the central Fresnel interval, extending
over a distance along the meteor ionization train of about
2 km for an ~30 MHz radar. Both the post-ty oscillatory
echo amplitude [56] and the pre-ty phase gradient [57, 58]
provide techniques for measuring the meteor’s scalar speed.
The early life of a meteor echo formed with orthogonal
geometry is dictated by diffraction, independent of the ¢
value and of whether an under- or over-dense plasma.
Indeed, the rise time of an echo can yield an estimate of the
meteoroid’s speed [59]. After the ty point, the phase, while
undergoing small (< 7/20) oscillations, may show gross
phase changes caused by the motion of the plasma in the
ambient neutral wind. This provides a technique used to
monitor the atmospheric wind field in studies over a wide
range of scales, from gravity waves to planetary waves. All
of these phase effects would have contributed to the rapid
phase behavior noted in early [26] reports.

For the case of the head echo (for example, Figure 7)
produced in the radial-reflection geometry, asimilar analysis
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can be applied to make an estimate of the scattering. We will
not discuss that geometry further here, except to note the
expected difference in scattering cross sections. Since when
viewing the head plasma with radial geometry the Fresnel
size is ~ A/4, the ratio of the radial to transverse scattering
cross sections is ~ /1/ 872R, or approximately 107 for an
HF radar.

4.5 Critical Viewing Geometry

Some echoes may not be fully formed because of the
antenna’s angular response. Wave diffraction and the
associated phase behavior are responsible for the restrictive
orthogonal geometry governing the radar’s transverse
reflection mode. There are two conditions necessary for a
given meteor train to provide an echo: for the particular
radar line-of-sight, the central Fresnel interval should be
within the antenna’s radiation pattern; and the scattered
power should be above the detection threshold of the radar
system. As discussed above, complete echoes can be
expected in cases where a substantial fraction of the central
Fresnel zone lies within the radiation pattern. This constraint
is very strict, so that many meteors producing ionization
trails above the observer’s horizon within the antenna’s
beam but that are not formed with critically favorable
geometry are undetectable. Ifthe ty pointis formed near the
high elevation edge of the radar’s beam, then contributions
from pre- tg zones ( X < 0 )areattenuated, and theresulting
echo is due dominantly to ionization situated with X >0,
and the large phase growth is absent. Conversely, meteor
trains formed near the low elevation edge of the antenna’s
beam can only produce contributions from the X <O
region. Radars employing very narrow (pencil-beam)
antenna radiation patterns — so that the size of the Fresnel
interval is comparable with the physical distance intercepted
by the antenna at the echoing altitude — will sample a large
proportion of such truncated echoes.

e
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Figure 14. The phase (in degrees) of the scattered
electric field for longitudinal polarization with X as
the Fresnel parameter proportional to time. The
phase was normalized to a value of —45° at the tg
point when X =0.
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4.6 Additional Factors

In order to complete the description of the interaction
of radio waves with meteoric ionization trains and the
characteristics of radar signatures, there are additional
effectsthatneed attention. Their impacts depend on sampling
wavelength; the speed of the meteoroid; the state of the
atmosphere; and the finite initial radius of the plasma, a
value that depends on height and meteoroid velocity. The
finite speed means that diffusion of the train results in a
larger train radius at greater heights. The medium below the
reflection height may impose Faraday rotation of the plane
of polarization and absorption. These factors have been
previously summarized [60].

5. Conclusions

It has been 80 years since the earliest radio reports of
transient ionospheric echoes that were recognized in due
course as meteors. Early investigators of the ionosphere
sought to understand the fleeting phenomenon of nature
that radio transmissions detected, while theoretical work
was later able to formulate our understanding of the echo
signatures. Radar meteors are now a valuable tool in many
areas: atmospheric probing of density, temperature, and
wind-field behavior (for example, [61]), in height regimes
difficult to access by other means. They are a tool that
opened up a whole new perspective of astronomical
monitoring of objects impacting into the Earth’s atmosphere
and the solar system dust cloud. Radar techniques allowed
us to measure the speed of meteoroids through the
atmosphere and, using multiple sites, to determine their
orbits in space [62, 63].
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Propagation Problems in
Satellite Navigation

A. Hornbostel

Abstract

Satellite navigation is based on measuring the signal
delay between transmission at the satellite and reception by
the user’s receiver. The modeling and correction of the
additional delay due to the propagation through the
atmosphere, and mitigation of signal disturbances in the
user environment, therefore play an important role in the
accuracy of the derived position solution. This paper
provides an overview about the mechanisms of the main
propagation phenomena that are relevant for satellite
navigation, their magnitude, temporal and regional
variations, and standard methods to correct and mitigate
these phenomena.

1. Introduction

Positioning with satellite navigation systems, such
as GPS or Galileo, is based on time-of-arrival measurements
at the receiver of the signals transmitted from the satellite.
The measured signal delays are converted to pseudo-
ranges by multiplication by the speed of light. The prefix
“pseudo” signifies the fact that these ranges do not
correspond to the real geometrical distances to the satellites.
This is because the receiver’s clock is not synchronized to
the satellite’s system time, and the measured delays include
additional contributions from system and propagation errors
for which corrections must be made. For synchronization
ofthe receiver clock to the system time, measurement data
fromatleast four satellites mustbe available. The receiver’s
clock bias can then be solved for as a fourth unknown,
together with the three unknown coordinates of the position,
X, v, z, by triangulation. While system errors normally
cannot be corrected in real time, propagation errors can be
reduced by models or advanced signal processing. The
remaining error depends on the type of measurements, e.g.,
single-frequency or dual-frequency measurements; signal
characteristics, e.g., the carrier frequency and bandwidth;
and the quality of the models used.

Satellite navigation signals are extremely weak when
they arrive at the user’s antenna: the nominal GPS power
received at the ground is —157 dBW, which is below the
noise level. Therefore, the signals are sensitive to shadowing
by buildings or vegetation. Navigation signal are spread-
spectrum signals. These are recovered from noise by de-
spreading in the receiver, i.e., by correlation with a replica of
the satellite’s code. The time of arrival, i.e., the delay of the
received satellite code, is also determined by this correlation
process. If the direct signal is superposed with signals
reflected from the user’s environment due to multipath
propagation, the peak of the correlation function becomes
less unique, and the accuracy of the delay measurement is
reduced.

Table 1 shows an error budget for the GPS standard
positioning services with the L1 C/A code. The user
equivalent range error (UERE) is shown, which is the rms
range error that the user must expect on average, worldwide.
Note that these are the residual errors after applying
corrections.

Component Error
Ephemeris 21m
Satellite clock 21m
|lonosphere 40m
Multipath 1.4m
Troposphere 0.7m
Receiver noise | 0.5m
Total (rms) 5.3m

Table 1. The GPS Ly C/4
error budget (UERE) [1].
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In the table, the main error contributions — besides
orbit and satellite-clock errors — are due to propagation
effects in the atmosphere, and multipath propagation in the
user’s environment. For single-frequency measurements in
the L band, the ionospheric error is the dominant contributor
to the whole error budget. The UERE budget demonstrates
the importance of propagation modeling and the
improvement of correction models for high-accuracy
navigation. This is particularly true when orbit and clock
errors will be reduced by the technological progress of
future systems, such as Galileo and modernized GPS. The
objective of this paper is therefore to provide an overview
of the characteristics of the main propagation effects, and
common correction and mitigation methods.

2. Propagation Path through
the Atmosphere

Figure 1 shows the propagation path of the signals
through the different layers of the atmosphere. Within these
layers, the signal path and the propagation speed are
influenced by the variation and gradient of the refractive
index. Starting from the top, the signals first reach the
ionosphere, where, due the existence of free electrons, the
refractive index is smaller than one. The effect is that the
group velocity of the signals is lowered compared to vacuum,
but the phase velocity is enhanced. The concentration of
free electrons increases with lower altitudes, where the
highest concentration is around 300 km above the Earth’s
surface, and then again decreases. The corresponding
gradient of the refractive index causes a curvature of the
propagation path, as shown in the figure with a dotted line.

Between 50 and 100 km above the ground, the free
electrons disappear. The signals start to propagate through
the neutral atmosphere, which is composed of different
atmospheric gases. With lower altitudes, the air pressure
and density of the atmospheric gases increase, and the
refractive index grows accordingly to values larger than
one. The gradient of the refractive index again causes a
curvature of the propagation path. However, this curvature
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isin the opposite direction to the curvature in the ionosphere.
Here, both the group velocity and the carrier velocity are
slowed down compared to the vacuum speed of light.

In lower part ofthe neutral atmosphere, the troposphere
extends from 0 to about 8 km at the poles, from 0 to about
13 km in mid-latitudes, and from O up to 18 km at the
equator. This makes the main contribution to the signal’s
delay, because it is the densest layer. It contains most of the
air mass, and practically the total amount of water vapor of
the atmosphere. In the navigation community, the delay in
the neutral atmosphere is therefore usually just called the
tropospheric delay. The contribution to the signal’s delay
by the water vapor —the so-called wet delay — makes up only
about 10% ofthe total tropospheric (i.e., neutral-atmosphere)
delay. However, due to the high temporal and local variability
of the water vapor, this is the most crucial component for
modeling and error correction. The troposphere is also the
region where daily weather phenomena take place. In
addition, in the lower troposphere clouds, rain, and fog
exist. However, their influence on the amplitude and
propagation velocity of the signals is negligible in the L
band, where current and planned satellite navigation systems
operate.

The sum of propagation delay and the path curvature
results in an excess path measured by the receiver, compared
to the true geometrical range. The excess path can be
computed by integration of the refractive index along the
curved path, s, through the atmosphere:

AL:js[n(s)—l]ds~ (1)

The excess path is often just called the delay, in meters. If
not corrected, the excess path is equivalent to an error of the
same amount in the range measurements. However, for the
normal navigation user, the profile of the refractive index
alongthe path, or even with height, isnot known. Correction
models are required, which do not require this information.

Figure 1. The structure of the
atmosphere and its influence
on the propagation path.
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Frequency | TEC =10% d/m? | TEC =10 el/m?
100 MHz 40m 4030 m
200 MHz 55 m 250m Table 2. The ionospheric excess path.
1200 MHz 0.28m 28 m
1600 MHz 0.16 m 16m
5000 MHz 0.016 m 1.6m

3. lonospheric Error

3.1 Total Electron Content and
lonospheric Delay

The ionosphere is characterized by ions and free
electrons, which are created by UV and X-ray radiation
from the sun. The ionosphere’s state is therefore coupled to
the 11-year cycle of solar activity, to day and night times,
and to the season. The relevant layer that contains most of
these particles extends between 80 and 1000 km above the
Earth’s surface. The key parameter for navigation is the
total electron content (TEC), which is the integral of the
total electron content in a column of 1m? from the
observation point to the satellite:

TEC = j o Ned! - [6/m (2)

The ionospheric excess path is directly proportional
tothe TEC, and is inversely proportional to the square ofthe
carrier frequency [2-4]:

aL=+203 | N _ 8030 3)
2 2

path f

The plus sign applies for the group delay, which is relevant
for the code-phase measurements of the navigation signals.
The minus sign applies for the phase delay, which is
relevant for the carrier-phase measurements. The opposite
sign of the code and carrier delays means that code and
carrier diverge in the ionosphere. This is because the code
is delayed, but the carrier phase is advanced.

Table 2 shows typical values ofthe ionospheric excess
path, dependent on the carrier frequency for low and high
TEC values. The vertical excess path normally lies between
these values. The GPS, GLONASS, and Galileo frequencies
are between 1200 and 1600 MHz.

3.2 Temporal and
Regional Behavior

The TEC and, correspondingly, the ionospheric delay,
depend on the 11-year cycle of solar activity; they reach
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maximum values every 11 years. The last solar maximum
was in the year 2000. The amplitude of the ionospheric
delay also depends on the season, where the highest values
occur in winter (the winter anomaly).

The ionospheric delay is highest in the so-called crest
region, which covers the latitudes between +20° around
the geomagnetic equator, and in polar regions [4].

3.3 Dual-Frequency Correction

If signals on two measurement frequencies are
available, the TEC value or, directly, the ionospheric error
at each of these frequencies, can be determined by
measurement of their differential group delay:
d(At)= Aty (f,)— At (f;). By division by the speed of
light, ¢, it follows from Equation (3) that

5<At)_ﬁTEc[f fi]
2 1

2 2
Ay =2 4)
5
f 2
Ay =—~2—=5(At)> ®)
1 - f2
f 2
Aty =—+— 5 (At)- (©)
-7

The dual-frequency measurements are affected by all
other errors on the measurement path. Aslong as they donot
cancel out in the dlfference these errors are multiplied by
the frequencyratio, f; / ( fl - f2 with i =1,2. Therefore,
the two measurement frequencies should not be too close to
each other. For instance, for dual-frequency corrections on
GPS, L; =1.575 GHz; withthe help ofthe second frequency,

L, =1.227 GHz, theratio is 1.54. The accuracy of the dual-
frequency correction is limited by the receiver noise, and is
of the order of 1 ns.
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3.4 Single-Frequency
Correction Model

Single-frequency users require a correction model
that predicts the ionospheric error without measurement
data. The most common model is the Klobuchar model [5,
6]. It models the daily behavior depending on the user’s
location, the year, day of the year, and hour of the day, ¢,
with the help of eight coefficients that are transmitted in the
GPS navigation message. The daily behavior of the
ionospheric group delay, 1y, is modeled by a half-cosine
function, with maximum amplitude at 14:00 o’clock local
time:

ty = F{5+ Acos| 27 (t-14)/P |} [ns]

for (t-14)/P<1i4 (1)

Atnighttime, with (t—14)/P >1/4, the ionospheric group
delay issetto a constant value of 5 ns. The amplitude, 4, and
period, P, of the cosine function depend on the user’s
location and date. F is the mapping function, which maps
the vertical delay to the slant-path delay. P is the period of
the day. The amplitude and period, P, are both approximated
by polynomials of third degree, with the ionospheric sub-
point as an input variable. This is the geomagnetic latitude,
where the slant path from the user to the satellite crosses the
ionospheric layer with the highest electron density at 350 km
height. The coefficients of the polynomials are transmitted
to the user in the GPS navigation message. The mapping
function, F, is [6]

3
F=1+ 2(96;EJ ) (3)
90

where E is the elevation angle of the satellite in degrees
from the user’s point of view.

The advantage of the Klobuchar model is that it is
easy to implement, and requires only a few input parameters.
However, the drawback is that its accuracy is only about
50%. The ionospheric error is therefore the dominant
contribution in the error budget for single-frequency GPS
users.

3.5 EGNOS and WAAS

One reason for the introduction of the American
Wide-Area Augmentation System (WAAS) and the
European Global-Navigation Overlay System (EGNOS)
was the reduction of the ionospheric error for single-
frequency GPS users. These systems derive the ionospheric
error in a grid, from dual-frequency measurements in a
regional ground-station network, and transmit differential
corrections and integrity data via geostationary satellites.
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Because the information is distributed via satellites, these
augmentation systems are also called satellite-based
augmentation systems (SBAS). This is in contrast to local-
areaaugmentation systems (LAAS), where local corrections
and integrity data are transmitted from ground stations
(GBAS), e.g., in the vicinity of an airport.

3.6 Doppler Shift

Temporal gradients of the TEC cause an additional
Doppler shift, measured by the receiver:

Af 2 dn_ 40.3dTEC )
d cf dt

An upper limit to the TEC rate for stationary users is

10™ e/m? per second. The corresponding frequency

change is 0.085 Hz, and the velocity error (range-rate error)
is 1.6 cm/s [4].

4. Tropospheric Error

4.1 Refractivity and Delay

Introducing the refractivity, N = 10° (n —1) , where
n is the refractive index, Equation (1) can be rewritten as

AL=10"° [ N(s)ds- (10)
Stropo

In this section, only the curved path, S;qpo, through the
neutral atmosphere is considered,and AL isthetropospheric
excess path.

The refractive index of the neutral atmosphere is [7]
P R R
N =77.6-9 +64.8—¥ +3.776x10° &
T T T?

= Nd +NW’ (11)

where Py is the partial pressure of dry airin hPa,, R, isthe
partial pressure of water vapor inhPa, and T'is the temperature
in K. NV can be separated into a dry part, N, depending on
Py and 7, and a wet part, depending on B, and T.
Assuming that the air behaves as an ideal gas, N can
alternatively be splitinto a hydrostatic component, depending
only on the total air pressure, P=PF;+PR,, and a wet
component, depending again on water vapor and temperature
[8, 9]. Note that in both cases, the wet components are
slightly different, because the hydrostatic component also
contains a small fraction depending on water vapor.
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Figure 2. The calculation of the
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Common correction models do not apply
Equation (10) directly, but calculate the tropospheric delay
from measured or predicted values of the refractive index at
the ground. For instance, the well-known Hopfield model
[10] computes the dry and wet components of the zenith
delay, L=, from the surface values of the dry and wet
refractivity components, Ngg and N5, and two different
scale heights, Hy and H,,. It then maps both components
to the slant-path delay by multiplication with two mapping
functions, my (E) and m,, (E), where E is the elevation
angle of the path to the satellite (compare Figure 2):

AL = AL +ALZ,

_10°

_T(Ndst +NwsHW)’ (12)

AL(E)=ALGmy (E)+ALEm, (E)-  (13)

The wet-scale height is set to a constant value around
13000 m, and the dry scale height is computed from the
temperature in K at the ground:

hy =148.98(T - 4.11) - (14)
ITO variations for Milana
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Figure 3. The 10-year average of total
tropospheric zenith path delay as a function of
the day of the year for Milan (Italy).
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H.- zenith delay and slant-path delay.

Most other models work in a similar manner. Models
in a special class, made up of the so-called blind models, do
not require estimated or measured meteorological input
data. They compute the surface refractivity and the
corresponding zenith delay depending on the user’s location
and the day of the year, using regression formulas derived
from global statistics of surface refractivity based on pressure,
water vapor, and temperature.

4.2 Regional and Temporal
Behavior of Tropospheric Delay

Typical values of the total zenith tropospheric delay
(ZTD) for a ground-based user at heights near mean sea
level are about 2.3 to 2.5 m. Although the wet delay
normally contributes only 5% to 15% to the total delay, the
high temporal and spatial variability of the water vapor in
the troposphere makes the wet delay the most crucial
component, if accuracies in the decimeter or centimeter
range are required.

Figures 3 and 4 show the variations of the total zenith
delay for Milan and Hong Kong as a function of the day of
the year, averaged over 10 years. These were derived from
measured daily radiosonde profiles of temperature, pressure,
and water-vapor content with Equations (10) and (11). For
details of the radiosonde databank and data processing, see
[11]. The curves show that there is a seasonal variation with
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Figure 4. The 10-year average of total tropospheric zenith
path delay as a function of the day of the year for Hong
Kong. The red circles mark some exceptional spikes, which
appear even in the 10-year average.
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maximum in the summer and a minimum in the winter, but
there is also a daily variation of about 5-10 cm around the
mean trend. The seasonal dependence and the short time
variations are both due mainly to the variation of the water-
vapor content. Due to the high atmospheric water-vapor
content in tropical areas, the zenith delay in these areas is
highest. The figures also show the data trend by curve fitting
with apolynomial, and acomparison with amodel presented
by ESA in [12].

4.3 Comparison of
Correction Models

Figure 6 shows acomparison of the one-sigma residual
error of the zenith path delay, calculated with different
tropospheric correction models [ 10, 13-22]. The one-sigma
error represents the error that is not exceeded for 68% of the
time; in most cases, it is close to the rms error [23]. Again,

I GRS Corirel Segrenl
I ol
I FTCA WOFS
O M=tee Figure 5. The rms error as a
| mL;EPS function of the elevation for
E 5 i sl different correction models: an
[ - average of 11 globally distrib-
[ =T uted stations, and 10 years of
radiosonde data [23].
|

reference data were the 10 years of radiosonde measurements
from 11 globally distributed stations. The accuracy of the
reference zenith path delay was of the order of 1 cm [11].
The figure provides results for non-blind models, where the
measured surface values of temperature, air pressure, and
water-vapor pressure have been used as input. It also
provides results for blind models, which do notrequire such
input data (see Section 4.1). In the global mean, the error for
most models was about 3.5-4 ¢cm, but there are locations
were it exceeded 5 cm. It should be remembered here that
the non-blind models provide thisaccuracy only ifaccurately
measured meteorological input data are available: this is
often not the case. Therefore, it is interesting to note that the
ESA blind model [21, 22] performed nearly as well as the
non-blind models. The RTCA-MOPS model [20] also was
not significantly worse for most locations. For the
NAVSTAR-GPS model [17] and the Altshuler model [18,
19], it could be observed that they failed for high altitudes
such as Mexico City, which is approximately 2200 m above
mean sea level.
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Figure 5. A comparison of one-sigma (68% confidence level) model performance for
11 globally distributed stations [23]
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The error of the zenith path delay may appear to not
be significant. However, it is multiplied with the mapping
function for other elevation angles, and the mapping
functions themselves can introduce an additional error for
low elevation angles [24, 23]. Figure 5 provides the rms
error of the different models as a function of the elevation
angle. With the exception of one model, the different
mapping functions showed more or less the same
performance for elevation angles >10°, and the resulting
error could be kept below 30 to 40 cm. However, for lower
elevation angles, there were significant differences.

4.4 Local Events

In the previous sections, the long-time average error
of'the correction models has been considered. However, for
real-time applications, the instantaneous error and the rate
of change of the error count. In particular, the blind models
cannot follow the actual weather behavior at the user’s
location, due to their pure statistical nature. Figure 7 shows
an example of a local event recorded in Oberpfaffenhofen,
Germany. For this event, rapid changes of temperature,
humidity, and air pressure occurred during a thunderstorm
front that passed the measurementssite, e.g., the temperature
dropped down from 32° to 14°, and the air pressure fell by
9 hPa, during the hours before the event, and reached their
original values after the event had passed. Accordingly, the
tropospheric zenith delay predicted by the models using
recorded data from ground-based meteorological sensors
changed by about 10 cm within some hours, and was raised
by about 5 cm within less than an hour. When compared
with reference zenith delays from the IGS network — which
were computed by the post-processing of GPS
measurements, which were also recorded in
Oberpfaffenhofen, close to the site of the meteorological
sensors — it was obvious that there were significant
differences, even for the non-blind real-time models. The
IGS results were considered to be accurate to of the order of
0.5 cm [25]. It seems that the change of delay was over-
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Figure 7. A comparison of the zenith delay
computed with different tropospheric
models during a thunderstorm’s passage
in Oberpfaffenhofen, Germany.

predicted by the non-blind models. In[11, 23], a number of
such events in Oberpfaffenhofen were analyzed. It was
found that maximum model errors of eightto 10 cm occurred
for both blind and non-blind models. Also, during event
periods, the non-blind models performed only slightly
better than the blind models.

5. Scintillations

Scintillations are fast fluctuations of signal amplitude
and phase due to atmospheric turbulence. They occur
irregularly and are difficult to predict in advance. The main
part of the frequency spectrum of these fluctuations lies
between 1 Hz to 10 Hz. Scintillations occur both due to
ionospheric sources, i.e., fast TEC variations, or due to
tropospheric sources, here mainly due to water-vapor
fluctuations or clouds. Tropospheric scintillations are only
significant for low elevation angles, where the amplitude
scintillations are mainly of concern. For instance, they can
reach 2.5 dB for 0.01% of the time in tropical areas for an
elevation angle of 5°, according to the model in [26]. The
rms ranging error due to tropospheric phase fluctuations is
below 1 cm for elevation angles above 5° [27].

Ionospheric scintillations are more critical: both
amplitude and phase scintillation can reach significant
values. In tropical areas, amplitude scintillation can cause
signal fades of more than 20 dB so that the signals are
completely lostby the receiver. In polar and auroral regions,
amplitude scintillations due to geomagnetic storms can
reach amplitudes around 10 dB, but scintillation events
there can lastseveral hours or even days. Phase scintillations
occur mainly in tropical areas, but can also appear in mid-
latitudes during major magnetic storms. They lead to cycle
slips, which are critical for carrier-phase navigation. They
can also lead to random phase fluctuations that exceed the
narrow bandwidth (typically around 1 Hz) of the receiver’s
phase-locked loop (PLL), so that the receiver loses phase
lock [4]. Similarly to the regular ionospheric delay error,
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Figure 8. The multipath error envelope. The
figure shows the envelope of the resulting
ranging error derived from receiver
simulations for one multipath signal with half
the amplitude of the line-of-sight signal as a
function of the delay of the echo. The receiver
bandwidth was 24 MHz, and the correlator
spacing was 0.1 code chip. Red: BPSK signal
with 5 MHz chip rate; blue: BOC-signal with
5x1.023 chip rate and 10x1.023 MHz
subcarrier modulation [31].
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ionospheric scintillations depend on the solar activity, and
are strongest in tropical and polar regions.

6. Shadowing

Signal attenuations due to atmospheric gases, clouds,
and rain are negligible in the L band. However, navigation
signals can easily be attenuated by vegetation and walls, or
can be completely shadowed by buildings and other
obstacles. The specific attenuation forwoodlandsat 1.6 GHz
(circa GPS L) is about 0.3 dB/m [28]. Some values for
attenuation by walls are given in Table 3. Attenuation by
walls is a particular problem for indoor navigation. However,
methods have been developed to enhance the sensitivity of
receivers by advanced signal processing. Indoor navigation
can also be assisted by other means, e.g., by the sending of
a priori information via mobile communication links to the
navigation receivers, or by aiding with other sensors.
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7. Multipath

Signals that are reflected by the ground, buildings, or
other obstacles, and superimpose with the direct signal at
the user’s antenna, disturb the correlation function and
reduce the ranging accuracy. The error depends on the
amplitude, phase, and the delay of the echo relative to the
line-of-sight signal.

Figure 8 shows the error envelopes for a BPSK and a
binary offset carrier signal (BOC), when one multipath
signal with half the amplitude of the line-of-sight signal is
superimposed with the line-of-sight signal. The envelopes
represent the maximum error that occurs when the multipath
signal is in phase or in opposite phase (180°) with respect
to the line-of-sight signal. For all other phases, the error lies
between the envelopes. The figure also illustrates that
binary offset carrier signals are more robust against multipath
propagation than are BPSK signals.

Figure 9. Simulated multipath echoes for a
car driving through an urban environment.
The y axis shows the position of the car in
the main street of Figure 10, while the x axis
shows the delay of the echoes relative to the
line-of-sight signal. The echoes are repre-
sented by blue symbols. The red marks
highlight echoes with long (1), very short (2),
and short (3) lifetimes [32].
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In real environments, several multipath signals are
normally simultaneously present. Figure 9 shows a
simulation of the development of multipath signals for a car
that drives through the synthetic urban environment
illustrated in Figure 10. Some echoes exist for a relatively
long time, whereas others have only a short or very short
lifetime.

8. Conclusion

In satellite navigation, the modeling and correction
of the additional delay due to the propagation through the
atmosphere, and errors due to further propagation
phenomena, play an important role for the accuracy of the
derived position solution. The largest additional signal
delay occurs within the ionosphere. Because the ionospheric
delay depends on frequency, it can be precisely determined
and nearly completed eliminated by dual-frequency
measurements. However, for single-frequency receivers —
such as most commercially available mass-market GPS
receivers — the ionospheric delay must be corrected by
modeling, and a significant error can remain.

The tropospheric delay can be separated into a wet
component, due to water vapor, and a dry component, due
to other atmospheric gases. While the dry delay can be
modeled with high accuracy, the wet delay is a crucial
component if accuracies in the decimeter or centimeter
range are required. This is because of the high temporal and
spatial variability of the water-vapor content in the
troposphere, although it normally contributes only 5% to
15% of the total delay.

Since current global navigation satellite systems,
such as GPS, GLONASS, and the coming Galileo, operate
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Height

Figure 10. The synthetic urban
environment used in Figure 8.
The heights and distribution of
buildings were simulated
based on probability density
functions. The car drove along
the main street [32].

in the L band, attenuation by the atmosphere is negligible.
This may change for next-generation systems if additional
higher-frequency bands are utilized, e.g., C band, which is
already allocated for Galileo. However, in L-band fast
amplitude and phase scintillations can also occasionally
occur, due to fast variations of the total electron content in
the ionospheric or tropospheric turbulence. Strong
scintillations occur only rarely, but then they are critical,
and can even lead to complete loss of the navigation signals
by the receiver.

Due to the extremely low signal power of the satellite
navigation signals when arriving at the Earth, the signals
can be easily attenuated and shadowed by buildings or
vegetation, e.g., in urban or rural environments or in indoor
applications. Additionally, in these environments multipath
propagation due to reflections of the signals from the
ground, buildings, and other obstacles before they arrive at
the user antenna can significantly degrade the ranging and
positioning accuracy. Multipath propagation is difficult to
correct with models, because it depends strongly on the
local user’s environment. Different techniques exist to
mitigate the effect of multipath signals as far as possible,
either by advanced signal processing in the receiver, or by
specially designed antennas. However, multipath mitigation
is still a hot topic for research.
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Ultra-Wideband Communications :
An Overview

A. F. Molisch

Abstract

This paper presents an overview of ultra-wideband
(UWB) communications systems, i.e., systems with very
large relative and/or absolute bandwidth. The large
bandwidth and low power spectral density mandated for
UWRB systems allows their use as overlays over existing
(legacy)systems, i.e., they can be used in the same frequency
range as existing systems without causing undue interference.
We also describe the most common types of UWB systems,
including time-hopping impulse radio, frequency hopping,
and multi-band OFDM. We furthermore discuss interference
aspects and the peculiarities of UWB propagation channels.

1. Introduction

Ultra-wideband (UWB) communications systems are
commonly defined as systems with large absolute and/or
large relative bandwidth. Such a large bandwidth offers
specific advantages with respect to signal robustness,
information transfer speed, and/or implementation
simplicity. However, italso leads to fundamental differences
from conventional, narrowband, systems. The past years
have seen a confluence of technological and political/
economic circumstances that enabled the practical use of
UWRB systems. Consequently, interest in UWB has grown
dramatically. The current paper gives a very brief synopsis
of'the state of the art. More details and additional references
can be found in [1-4].
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UWRB is a technology that dates back to the 19th
century. At that time, the easiest way of generating an
electromagnetic signal was to generate a short pulse. The
spark-gap generators used by Hertz and Marconi can thus
be considered to be the first practical UWB systems. Around
the same time, theoretical research into the propagation of
UWB radiation started when Sommerfeld analyzed the
diffraction of a short pulse by a half-plane. However, in
subsequent years the general interest turned to narrowband
communications. Part of the reason was the fact that the
spectral efficiency of the signals generated by the spark-gap
transmitters was low: the signals that were generated had
a low bit rate, but occupied a large bandwidth. In other
words, they had a large spreading factor (the ratio between
the used bandwidth and the data rate). At that time, it was
not know how to provide multiple-access capability with
such widely-spread signals. This problem was solved by the
introduction of time-hopping impulse radio (TH-IR) in the
early 1990s, where the pioneering work of Win and Scholtz
[5-7] showed that impulse radio could sustain a large
number of users by assigning pseudorandom transmission
times to the pulses from the different users. This insight,
coupled with advances in electronics-device design, spawned
the interest of commercial wireless companies in UWB.

The attractiveness of UWB systems stems mainly
from the fact that they can be used as an overlay to existing
systems. In other words, they do not require new spectrum,
butcan be operated in parallel with existing, legacy systems.
This can be understood from the following simple picture
(Figure 1): the transmitted power of any system can be

Figure 1. Interference between
a UWB system and a
narrowband (IEEE 802.11a)
local area network.

Limit on power spectral density
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(approximately) expressed as the product of the power
spectral density (PSD)and the bandwidth. A large (absolute)
bandwidth thus enables a system with reasonable transmitted
power to exhibit an extremely low power spectral density.
A victim (narrowband) receiver will see only the noise
power within its own system bandwidth, which is only a
fraction of the UWB bandwidth. Due to this small
interference, frequency regulators all over the world have
allowed intentional UWB emissions in the microwave
regime, subject to certain restrictions for the emission
power spectrum, as discussed in Section 2.

The large absolute bandwidth allows transmission of
extremely high data rates (>100 Mbit/s), although the
transmission can be achieved only over relatively short
distances ( < 10 m) because only very low power is available
for each bit. Alternatively, low-data-rate communication
(e.g., <1Mbit/s) is possible over much larger distances by
exploiting the large spreading factor. Besides enabling
large data rates or spreading factors, a large absolute
bandwidth also has a number of other important benefits:
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« It enables very fine resolution for ranging, which is
useful for radar and geolocation applications [8]; and

» It introduces a high degree of frequency diversity [9]
and decreases the fading depth of resolvable multipath
components [10]. This results in a robustness to small-
scale fading that is significantly better than that of
conventional narrowband systems.

At the same time, a large absolute bandwidth makes
it more difficult to build effective transceivers. Accurate
timing, as well as a high sampling rate and a subsequently
high computational effort for the processing of the samples,
are usually required. As a consequence, many papers deal
with the design of efficient and/or simplified transceiver
structures that allow exploitation of the benefits of high
absolute bandwidth at reduced computational cost (for
details, see Section 4).

A large relative bandwidth also offers advantages for
UWB systems, in particular a greater robustness of the
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signals to shadowing. Intuitively, the different frequency
components of the signal “see” different propagation
conditions. There thus is a high probability that at least
some of them make their way from the transmitter to the
receiver. The low-frequency components can more easily
penetrate walls and ground, while the high-frequency
components are effectively reflected, and can thus propagate
on zigzag routes to the receiver. Consequently, the signal is
more robust to shadowing effects. On the other hand,
building UWB transceivers with a large relative bandwidth
is especially difficult. In particular, building amplifiers and
antennas with more than 10% relative bandwidth is difficult,
both due to practical reasons and because of theoretical
limitations (the Fano bound).

The remainder of this paper is organized in the
following way: Section 2 discusses the frequency regulations
for UWB, as well as interference to and from narrowband
systems. Section 3 describes the aspects of electromagnetic
propagation that are unique to UWB systems, and in
particular channel models that are in use for UWB systems.
Section 4 investigates various modulation and multiple-
access methods that employ UWB signaling. Section 5
givesan overview of UWB applications and the international
standards that enable those applications. A summary and
conclusions wrap up the paper.

2. Frequency Regulations and
Interference Aspects

As discussed in the Introduction, the interference to
legacy systems is determined by the power spectral density
ofthe UWBradiation as seen by the victim device. Assuming
that propagation loss cannot be influenced by frequency
regulators (it is determined by the distance between the
UWRB transmitter (TX) and victim receiver (RX), as well as
the environment), frequency regulators can only impose
limits on the power spectral density (PSD) emitted by a
UWRB transmitter. Those limits (also known as the frequency
mask) can be frequency dependent, since some victim
devices might be more worthy of special protection than
others.

In the US, the frequency masks depend on the
application, and the environment in which the devices are
operated. For indoor communications, a power spectral
density of —41.3dBm/MHz is allowed in the frequency
band between 3.1 and 10.6 GHz. Outside of that band, no
intentional emissions are allowed, and the admissible power
spectral density for spurious emissions provides special
protection for GPS and cellular services (see Figure 2). For
outdoor environments, only mobile, battery-operated
transmitters are allowed. Again, intentional emissions are
allowed in the 3.1-10.6 GHz range; the mask for spurious
emissions is different from the indoor case. Further masks
are defined for wall imaging systems and ground-penetrating
radar. The frequency range from 24-29 GHz is allowed for
vehicular radar systems.
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The rules of European and Japanese frequency
regulators are stricter. In the frequency range between 3.4
and 4.8 GHz, operation requires a “detect-and-avoid”
mechanism, i.e., a UWB device must determine whether
there are narrowband (victim) receivers in the surroundings,
and avoid emissions in the frequency range of those victim
devices. Additionally, Europe allows operation between
4.2 and 4.8 GHz without detect-and-avoid until the year
2010. In the higher frequency range (6-8.5 GHz in Europe,
7.25-10.25 GHz in Japan), operation is allowed without
detect and avoid, with a power spectral density limit of
—-41.3 dBm/MHz.

There has been considerable concern whether the
protection of legacy systems by the frequency masks is
sufficient. The FCC (the US frequency regulator) established
the mask by making the limits on deliberate UWB emissions
identical to limits on involuntary (spurious) emissions from
any electric device. There still is a concern that widespread
use of UWB devices might lead to high aggregate
interference, which could negatively impact operation of
legacy systems. Recent work indicates that the interferer
closest to the victim device dominates the overall
performance [12]. However, any such analysis is critically
influenced by assumptions about the path-loss exponent, as
well as the spatial distribution of emitters. If the interferer
and the victim device are in extremely close proximity, very
strong interference is unavoidable. There is thus no general
consensus about the practical importance of interference
from UWB devices with victim (legacy) devices.

It is noteworthy that frequency regulations only
consider the interference of UWB devices with narrowband
devices. The reverse case, namely the narrowband
interference witha UWB device, is not regulated. Rather, it
is the task of UWB transceivers to withstand narrowband
interference as well as possible.

3. Propagation Channels

Ultra-wideband propagation channels differ from
narrowband propagation channels in several key respects
(see [13-15] for more discussion and extensive references).
Again, it is useful to distinguish between channels with
large relative bandwidths and those with large absolute
bandwidths. In channels with large relative bandwidth
(BW), we find that

¢ Each multipath component (MPC) suffers from
distortion, so that the channel impulse response can not
be written as a sum of weighted and delayed delta
pulses; as a consequence, the WSSUS (wide-sense
stationary uncorrelated scattering) assumption is not
valid, anymore.

* The path loss and shadowing become a function of the
frequency at which they are considered.

33



* Similarly, angular spreading can become frequency
dependent.

Challenges for the design of antennas are also related
to these properties: building antennas with bandwidths
larger than 10% is challenging [ 16]. Furthermore, the shape
of the antenna pattern changes with frequency, which
increases the peak EIRP (effective isotropic radiated power)
and makes computation of antenna gains in beamforming
designs more difficult.

Channels with large absolute bandwidth show the
following key characteristics:
* The amplitude fading statistics of resolvable delay bins
are not necessarily Rayleigh;

« Impulseresponses can become “sparse,”i.e., resolvable
multipath components are separated (in the delay
domain) by delay regions that do not contain any
significant energy contribution.

* Impulse responses show a “soft onset,” i.e., the main
energy does not arrive (even on average) at the smallest
delay.

In the following, we elaborate more on those aspects.

3.1 Large Relative Bandwidth

3.1.1 Fundamental Form of the
Impulse Response

The impulse response of a UWB propagation channel
can be written as a sum of distorted discrete multipath
components (MPCs):

h(t,r)=%ai O xt7)®S8(r-1)- (M

where N is the number of multipath components and the
g (t) are the (complex) amplitudes of the multipath
components. The phases of the & (t) vary quickly with
time (or location of the MS), while |a,- (t)| and 7; vary
slowly. The function ; (t,7) denotes the (time-varying)
distortion of the ith multipath component due to the frequency
selectivity of the interactions with the environment. Note
that the presence of ; (t,7) is the distinguishing property
of UWB channels: for y; (t,7)=const, the conventional
narrowband model is recovered [17].

3.1.2 Frequency Dependence
of Path Loss

It follows from elementary Fourier theory that the
pulse distortions in the time domain lead to a frequency
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dependence of the channel parameters in a transfer-function
representation. In particular, the path loss becomes frequency
dependent. Inanarrowband channel, the path loss is defined
as

PL:%T}:EHHUCXZ}, )

where Pry and Pgy are the transmitted and received
power, respectively; f. is the center frequency; and the
expectation E{ } istaken over an area that is large enough
to allow averaging out of the shadowing as well as the
small-scale fading: E{ }= Eg {Es }. A wideband path
loss has been proposed in references [18, 19] as

PL=E{J|H ()} (3)

where the integration is over the bandwidth of interest; it is
assumed implicitly that this bandwidth is much smaller than
the center frequency. In a conventional wireless system,
any frequency selectivity of the transfer function stems
from the multipath propagation, and is thus related to the
small-scale fading. Integration over the frequency and
expectation Egy { } thus essentially have the same effect,
namely averaging out the small-scale fading.

On the other hand, in a UWB channel we have to
define a frequency-dependent path loss,

PL(f)= E{j:j;f//;‘H (f)‘zd f}, )

where Af is chosen small enough so that diffraction
coefficients, dielectric constants, etc., can be considered
constant within that bandwidth. The fotal path loss is
obtained by integrating over the whole bandwidth of interest.

The path gain dependence on the frequency is
commonly modeled as being proportional to f-2K [20],
where x=1 corresponds to the standard Friijs’ law.
Measured coefficients for x range from negative values
[21] to 1.4.

Naturally, the path loss also depends on the distance.
Path loss modeling can be simplified by assuming that the
frequency dependence and the distance dependence can be
treated independently of each other:

PL(f,d)=PL(f)PL(d)- ®)

The distance dependence is usually modeled as a power
decay law:

PL(d)=PL(1 m)[%]_n ; (6)
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where n is the path-loss exponent. Note that this model is no
different from the most common narrowband channel
models. The many results available in the literature for this
case can thus be reused. The path loss exponent does not
show a frequency dependence, according to some recent
measurements [22].

3.2 Large Absolute Bandwidth

For a large absolute bandwidth, the arrival times and
the fading statistics of the multipath components are essential.

3.2.1 Clustering

It has been observed in many measurements that the
multipath components arrive in clusters. The most popular
model reflecting this structure is the Saleh-Valenzuela (SV)
model [23]:

hsy (t.7)= i i a, ()5(r-Ti-7) (D

1=0k=0

where & | is the tap weight of the kth component in the /th
cluster, Tj isthe delay ofthe/thcluster, and 7| isthedelay
of the kth multipath component relative to the /th cluster
arrival time T, . K is the number of multipath components
within a cluster, and L is the number of clusters. Within each
cluster, the inter-arrival times of the paths is a Poisson
process. Due to the high resolution in UWB systems, the
random arrival time results in a “sparse” channel model,
where there can be one or more resolvable delay bins, with
little energy between two adjacent taps carrying significant
multipath components.

The average power of the multipath components
within a cluster is an exponentially decreasing function of
delay:

Eﬂak,l |2}‘x QI exp(_TkJ /7| ) for Tk | >0 (8)

where Q is the integrated energy of the /th cluster, and
isthe intra-cluster-decay time constant. The cluster powers,
averaged over the large-scale fading, in general follow an
exponential decay

10log (£ ) =10log[ exp(-T; /T)] - ©))

However, in a number of non-line-of-sight (NLOS)
environments, a different delay dependence of the power
(first increasing, and then decreasing) has been observed
[21]. This is known as “soft onset,” and has an important
impact on ranging performance.
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3.2.2 Small-Scale Fading

Since only few multipath components fall into one
resolvable delay bin, the small-scale fading statistics are
different from the narrowband case. The most frequently
observed distribution for the small-scale fading is the
Nakagami distribution (e.g., [24]),

m
pdf (x):ﬁ(g) xzm‘lexp(—gxz)a (10)

where m>1/2 is the Nakagami m-factor, I'(m) is the
gamma function, and € is the mean-square value of the
amplitude. Furthermore, the Rice distribution [25] and the
lognormal distribution [26] have also been found to be good
fits to experimental data.

3.3 Standardized Channel Models

Two channel models have been standardized for the
evaluation of UWB communications systems. The earlier
IEEE 802.15.3a model was developed to compare
standardization proposals for high-data-rate wireless PANs
(personal-area networks). Due to this purpose, the
environments considered were office and residential indoor
scenarios with arange of less than 10 m. The model is based
on a relatively small number of measurements. It was
described in [27].

The IEEE 802.15.4a channel model was developed
for low-rate communications applications that have a larger
range and are to be used in a multitude of different
environments. Consequently, the model is parameterized
for more environments. In addition, it was decided to take
into account several effects that were neglected in the 15.3a
models. A detailed description can be found in [21].

However, it must be stressed that the channel models
are not restricted to particular data rates.

4. Modulation and
Multiple Access

Signals with extremely large bandwidth can be created
by a variety of methods. Most prominent among these is
time-hopping impulse radio (TH-IR), a technique that was
pioneered by Win and Scholtz [5-7]. By operating with
short pulses, it enables very simple and cost-effective
transmitter structures. Other notable techniques include
frequency-hopping, OFDM (orthogonal frequency-division
multiplexing), direct-sequence CDMA (code-division
multiple access), and combinations of the above techniques.
For all of these spreading methods, it is necessary to enable
efficient multiple access, i.e., enabling multiple UWB
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transmissions (and their reception by the intended receivers)
simultaneously, within the same frequency band.

4.1 Impulse Radio

Communication by transmitting short pulses has many
attractive properties, such as enabling extremely simple
transmitters. However, a key question is how to ensure
reasonable spectral efficiency. At first glance, it seems that
with impulse radio, only a small number of users could be
“on air” simultaneously. Consider the case where one pulse
per symbol is transmitted. Since the UWB transceivers are
unsynchronized, so-called “catastrophic collisions” can
occur, where pulses from several transmitters arrive
simultaneously at the receiver. The signal-to-interference
ratio then becomes very bad, leading to a high bit-error
probability (BER, or bit error rate).

Time-hopping impulse radio (TH-IR) [7] avoids
catastrophic collisions by representing each data bit by
several short pulses. The possible positions of the pulses
within a symbol follow certain rules. The symbol duration
is subdivided into . “frames” of equal length. Within
each frame, the pulse can occupy an almost arbitrary
position, which is determined by the time-hopping code.
Typically, the frame is subdivided into “chips,” the length
of which is equal to a pulse duration. The (digital) time-
hopping code now determines which of the possible chips
the pulse actually occupies, and the time-hopping code is
different for each user. Even if one pulse within a symbol
collides with a signal component from another user, other
pulses in the sequence will not (see Figure 3). In other
words, collisions can still occur, but they are not catastrophic
anymore.

In addition to using pseudorandom delays of the
pulses, it is also advantageous to assign pseudorandom
polarities for each pulse [28]. This process avoids the
spectral lines that are normally contained in the spectrum of
a signal where all the transmitted pulses have the same
polarity (as shown in Figure 3). Such spectral smoothing is
important, because most frequency regulators prescribe a
maximum power spectral density that has to be satisfied. If

User 1
User 2

1 pulse collides

spectral lines exist, the total transmitted power has to be
backed off such that the spectral lines satisfy the spectral
mask, resulting in a loss in SNR (signal-to-noise ratio).

The modulation of this sequence of pulses can be

* Pulse-position modulation (PPM), as suggested in [7].
This modulation enables simple detectors, which only
need to determine whether there is more energy at time
ty orattime ty + & . This allows the use of non-coherent
receivers (energy detectors), as well asthe use of coherent
receivers. For non-coherent receivers, it is required that
0 be larger than the delay spread of the channel.

e Pulse-amplitude modulation (PAM), such as BPSK
(binary phase-shift keying) [17]. BPSK can only be
used in conjunction with coherent receivers. However,
it gives better performance than pulse-position
modulation since it is an antipodal modulation format.
The transmitted signal for BPSK is

Str (t): j;wdjb[j/N,JWtr (t_ it _Cch) (h

= i B Wegq (t—KTs)>

K=—oo

where W, (t) is the transmitted unit-energy pulse, Ty is
the average pulse repetition time, Ny is the number of
frames (and therefore also the number of pulses) representing
one information symbol oflength Tg ,and bisthe transmitted
information symbol, i.e., +1. Wey (t) is the transmitted
pulse sequence representing one symbol. The TH (time-
hopping) sequence provides an additional time shift of
C;Tc seconds to the jth pulse of the signal, where T is the
chipintervalandthe c; aretheelements ofa pseudorandom
sequence, taking on integer values between 0 and N —1.
To prevent pulses from overlapping, the chip interval is
selected tosatisfy T, <T; / N¢ . The polarity randomization
is achieved by having each pulse multiplied by a (pseudo)
random variable, d i that can take on the values of +1 or

* time

1 symbol = 8 pulses

Figure 3. The principle of time-hopping impulse radio for the suppression of catastrophic collisions.
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-1 with equal probability. The sequences dj and c; are
assumed to be known at the transmitter and receiver.

4.2 DS-CDMA

Although UWB has long been associated with impulse
radio, other spreading methods, like direct-sequence CDMA,
can be used in a straightforward way to generate UWB
signals. DS-CDMA spreads the signal by multiplying the
transmitted signal with a second signal that has a very large
bandwidth. The bandwidth of this total signal is
approximately the same as the bandwidth of the wideband
spreading signal. The most popular spreading sequences
are binary m-sequences (maximum-length sequences),
generated by shift-registers with feedback. The transmitted
signal is thus

Sir (t):j:z_’mdjqj/NfJW” (t_ch) (12)

= i B Wegq (t—KTs)>

k=—c0

where the symbols have the same meaning as in
Equation (11).

The difference between a conventional (e.g., cellular)
DS-CDMA system and a UWB signal is the chip rate, i.c.,
1T, . Consequently, both the theoretical underpinnings,
and the implementation aspects of DS-CDMA, are well
understood. This facilitates their use for UWB systems.

When comparing Equations (12) and (11), we find
some important similarities. Both TH-IR and DS-CDMA
transmit a bit by multiplying it with a spreading sequence
Weeq (1), and the bandwidth is essentially determined by
the duration and shape of a basis pulse, W, (t). The major
difference lies in the nature of the spreading sequence. For
the DS-CDMA case, it consists only of binary values, +1,
while in the IR case, it consists of many zeroes, with several
+1slocated at pseudorandom positions. As a consequence,
DS-CDMA signals can be more difficult to generate: it is
not justa matter of generating short pulses at large intervals,
but rather it requires the continuous generation of those
pulses. Furthermore, DS-CDMA as described above does
not allow non-coherent (energy-detection) reception.

4.3 Receivers for Impulse Radio
and DS-CDMA

As we discussed in Section 3, the multipath
propagation leads to multiple echoes of the original signal
arriving at the receiver. In a UWB system with large
absolute bandwidth, a large number of multipath components
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can be resolved. Coherent reception of IR or DS-CDMA
signals requires the use of receivers that collect the energy
of the available resolvable multipath components: usually,
this means rake receivers. The basic version of the rake
receiver consists of multiple correlators (fingers), where
each of the fingers can detect/extract the signal from one of
the multipath components. The outputs of the fingers are
appropriately weighted and combined to reap the benefits
of rake diversity. The equivalent matched-filter version of
thereceiver involves amatched front-end processor (MFEP)
(matched only to the transmitted waveform), followed by a
tapped delay line and a combiner.

For systems with a large absolute bandwidth, the
number of resolvable multipath components can become
very large: an optimum receiver would thus need a large
number of fingers. Complexity and performance issues
have motivated studies on rake receiver with a limited
number of fingers [29]. The SRake receiver, a reduced-
complexity multipath-combining system, selects the Ly,
best paths and then combines the selected subset using
maximal-ratio combining [32]. This receiver makes the
best use of its Ly, available fingers, but — in order to do a
proper selection of which paths to use —needs to keep track
of all multipath components. A further simplification is
achieved with the PRake, which receives and combines the
first Ly, arriving paths, which are not necessarily the best.
The complexity reduction with respect to the SRake is
created by the absence of the selection mechanism.

An additional complication occurs in UWB systems
with large relative bandwidth. As shown in Equation (1),
each multipath component suffers from distortion, y; (t,7).
For optimum reception, a rake receiver needs to know the
functions y; (t,7). Alternatively, the receiver must sample
at the Nyquist rate and process all the sample values, the
number of which can be significantly higher than the
number of multipath components. As a further important
conclusion, we find that the matched filter has to take the
distortions of the waveform, W, , by the antennas into
account. If that is not possible, it is desirable that the
antennas distort W, as little as possible.

Since coherent reception of impulse radio can be
challenging, alternative demodulation schemes have been
investigated. Non-coherent reception is the simplest
approach, and works very well when the delay spread of the
channel is small and the signal-to-noise ratio is high. For
large delay spreads, the receiver hasto integrate the received
energy over a long period, which also means that it picks up
a lot of noise in the process. Furthermore, the contribution
ofthe noise-noise cross-terms in the squared signal leads to
an additional deterioration of the performance. Finally,
non-coherent detection is more sensitive to interference.

Asacompromise between coherent and non-coherent
schemes, transmitted-reference (TR) schemes are often
used. In TR, we first transmit a reference pulse of known
polarity (or position), followed by a data pulse the polarity
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(position) of which is determined by the information bit. At
the receiver, we then have to multiply the received signal
with a delayed version of itself (see Figure 4). This scheme
has a SNR that is worse than that of a coherent receiver (due
tothe occurrence of noise-noise cross terms), and comparable
to a non-coherent receiver. It is not sensitive to distortions
by antennas and channels, because both the data pulse and
the reference pulse undergo the same distortions.
Furthermore, it is less sensitive to interference than non-
coherent detection. A practical problem is the
implementation ofa suitable on-chip delay line. This problem
is avoided by the frequency-shifted reference system [33],
which uses a frequency-shifted reference signal instead of
a time-delayed signal, and thus needs a mixer instead of a
delay line at the receiver.

Transmitier

aj data , SiP ) =
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Figure 4. Building blocks for the
basic hybrid receiver. Note that
the sampling circuit performs
symbol rate sampling.

4.4 OFDM

OFDM (orthogonal frequency-division multiplexing)
transmits information in parallel on a large number of
subcarriers, each of which requires only a relatively small
bandwidth. This approach is widely used for Wi-Fi and
WiMax systems, and its theory and implementation are
now well understood. Figure 5 shows a block diagram. The
data stream is first serial-to-parallel converted. It is then
modulated onto subcarriers thatare separated by a frequency
spacing W/N ,where W is the total transmission bandwidth,
and N is the number of subcarriers. While analog
implementations of the modulators/demodulators
(Figure 5a)are possible, today’s systems perform an inverse
fast Fourier transform (IFFT) on the data (Figure 5b) to

Channel Kecerver
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i) [ Hst) 2wgwine | T PE data
CONVersion =ink
- kL]
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s i 4 SiP FFT i . data
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Figure 5. The principle of OFDM: (a) an analog implementation and (b) a digital implementation (from [17],
copyright 2005 John Wiley & Sons Limited, reproduced with permission).
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Figure 6. Frequency-hopping multiple access with synchronous and asynchronous users
(from [17], copyright 2005 John Wiley & Sons Limited, reproduced with permission).

achieve the same effect. The latter approach does not need
multiple local oscillators, and is thus the one in use today.
However, it requires an IFFT and analog-to-digital
converters operating at high speeds (a clock speed of
approximately W).

OFDM is a highly spectrally efficient modulation
method, and does not perform any inherent spreading. It
must thus be combined with other spreading methods, like
low-rate convolutional coding, repetition coding, or
frequency hopping. Furthermore, OFDM in its original
form transmits each information symbol on one carrier, and
thus does not exploit the frequency diversity inherent in a
UWRB system. This problem is also circumvented by the use
of appropriate coding and/or by the use of multi-carrier-
CDMA [30].

The impact of channels and antennas on UWB-OFDM
systems is similar to the impact on conventional OFDM
systems. In either case, the receiver determines the distortion
(attenuation and phase shift) on each subcarrier, and
compensates for it. The choice of subcarrier spacing depends
mostly on the channel characteristics, especially the
maximum excess delay, and not on the total system
bandwidth. Rather, the total number of tones increases
approximately linearly with the total bandwidth.

4.5 Frequency Hopping

Frequency hopping (FH) uses different carrier
frequencies at different times. In s/low frequency hopping,
one or more symbols are transmitted on a given frequency.
In fast frequency hopping, the frequency changes several
times per symbol. The bandwidth of the resulting signal is
determined by the range of the oscillator, not the bandwidth
of the original signal that is to be transmitted. If different
users use different hopping codes (which define in which
sequence the carrier frequencies are used), the multi-user
interference can be greatly reduced, because interference
occurs only when two devices use the same carrier frequency
at the same time.
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For more details, we have to distinguish between the
case of synchronized and unsynchronized users. In the
synchronized case, all users can use the same hopping
pattern, but with different offsets (see Figure 6a). In the
unsynchronized case, we have no control over the relative
timing between the different users. The hopping sequences
must thus make sure that there is little multiple-access
interference for all possible time shifts between the users;
otherwise, catastrophic collisions between users could occur.
The situation is analogous to TH-IR, where we need to find
time-hopping sequences that avoid catastrophic collisions.

A frequency-hopping transmitter can be implemented
as a conventional narrowband modulator, followed by
mixing with the output of a frequency-agile oscillator. a
receiver can be constructed in a similar way. This receiver
can be used as long as the delay spread of the channel is
much shorter than the hopping interval. Otherwise, multipath
energy is still arriving on one subcarrier while the receiver
has already hopped to a different frequency.

Frequency hopping can be used either as a multiple-
access scheme of its own, or it can be combined with other
schemes, e.g., OFDM. The latter approach simplifies
implementation, as the sampling and A/D conversion now
has to be done only with a rate corresponding to the width
of'the instantaneously used (OFDM) bandwidth, instead of
the full UWB system bandwidth.

5. Applications and System
Standards

5.1 UWB Sensor Networks and
the IEEE 802.15.4a Standard

UWRB is a technology that is well suited for sensor
networks. In such networks, data rates are low ( < 1 Mbit/s),
but restrictions on size and energy consumption are very
stringent. Furthermore, geolocation is an important task,
since the location from which the sensing data originate is
essential. Low-data-rate systems are also envisaged for
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emergency communications, e.g., between people within a
collapsed building and rescue workers [34].

A standard for such systems was established by the
IEEE 802.15.4a group. It is based on TH-IR, and uses a
modulation/multiple-access format that supports both
coherentand non-coherentreceivers within the same network
(not all devices in a network have the same application and
cost requirements). In particular, a combination of burst-
position modulation (BPM) and binary phase-shift keying
(BPSK) is used to support both coherent and non-coherent
receivers using acommon signaling scheme. The combined
BPM-BPSK isused to modulate symbols, with each symbol
being composed of a burst of UWB pulses. The position of
this burst within the first half or second half of a data-
symbol period, Ty, indicates a bit of “0” or “I,”
respectively.

Additionally, the burst polarity (+1 or —1)isused to
modulate a second information bit. The polarity modulation
is used to convey a parity check bit rather than user data,
since non-coherent receivers are incapable of recovering
the pulse-burst phase. In order to ensure that the signals can
still be decoded by non-coherent receivers, a systematic
code has to be used (a systematic code is one in which the
information bits are transmitted unchanged along with the
parity-check bits). The systematic bits are used to determine
the PPM position of the burst, and are thus visible to both
non-coherent and coherent receivers. The parity bits are
modulated onto the burst phase, and are thus visible only to
coherent receivers. The structure and timing of a UWB
PHY symbol is illustrated in Figure 7.

5.2 High-Data-Rate
Communications and the

ECMA 268 Standard

Another importantapplication area is data transmission
with a very high rate (more than 100 Mbit/s). As discussed
in the introduction, the range of such systems is limited to
some 10 m. This set of data rates and ranges is used
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Figure 7. The IEEE 802.15.4a data symbol structure.

especially for consumer electronics and personal-computing
applications, such as transmission of HDTV (high-definition
television) streams from a set-top box or a DVD player to
the TV, or wireless USB (universal serial bus) connections.
A standard for such systems was established in [31], based
on a combination of OFDM with frequency hopping over
three 500 MHz bands. A further increase in data rate for
wireless HDMI is currently being aimed at by UWB systems
operating in the 60 GHz band, where higher transmitter
power spectral density is allowed.

5.3 Other Applications

Going beyond communications, UWB radars have
developed into an important market niche, used mainly for
two purposes: (i) high-performance radars thathave smaller
“dead zones,” and (ii) radars for close ranges that can
penetrate walls and ground. The second application is
useful for surveillance, urban warfare, and landmine
detection. Most ofthe applications in this area are classified,
as they serve military or law-enforcement purposes. A
commercial application is the vehicular collision-avoidance
radar. Such a radar typically operates in the microwave
range (24-29 GHz or around 60 GHz). Another promising
application is biological imaging, e.g., for cancer detection.

6. Summary and Conclusions

This paper gave an overview of UWB
communications. By using a large bandwidth, UWB can
either provide a high data rate, or use a large spreading
factorto increase range and mitigate interference. In addition,
UWB communications are more robust to fading, and
enable more precise geolocation, than narrowband systems.
A number of methods are available to generate UWB
signals: the most important one is time-hopping impulse
radio, but OFDM, frequency hopping, and direct-sequence
CDMA are also possible options. Major challenges for the
development of UWB systems lie in the design of simple
and energy-saving transceivers, UWB antenna design, as
well as the understanding of UWB channels, which differ
fundamentally from narrowband wireless channels.
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Like many new technologies, UWB was first over-
hyped, and then prematurely declared dead when it did not
live up to the hype. However, by now it has become widely
accepted that UWB communications is a very useful
technique for a number of applications that are important
butlimited in scope. In particular, the following applications
are important: (i) short-range communications with
extremely high data rates, (ii) medium-range
communications with low data rates and extremely low
power consumption, and/or (iii) communication combined
with precision geolocation. Further developments of the
underlying science will open up additional future
applications.
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Ashik Paul, Equatorial Anomaly Gradient Effects on
GPS, Institute of Radio Physics and Electronics, University
of Calcutta, Kolkata, India, December 2008; E-mail:
ashik paul@rediffmail.com.

Relevant Commission: G

Abstract

The present thesis is based on studies of the deleterious
effects of the sharp gradients of the equatorial ionization
anomaly and ionospheric irregularities on satellite based
augmentation system (SBAS) and their methods of
prediction. Total electron content (TEC), measured at
Calcutta over more than one solar cycle from 1977 through
1990, has been compared with values obtained from the
International Reference Ionosphere (IRI-95) and the
Parameterized lonospheric Model (PIM1.6). While IRI
does not follow the nature of variation of the measured TEC
at all, PIM shows a close match with the measured data,
particularly during the early morning and late night hours,
but exhibits marked differences near the time of diurnal
maximum. A method of converting the vertical to slant
TEC appropriate for any SBAS operational in this region
has been suggested, involving integration of the ionization
along the signal propagation path, which is referred to as the
path-integrated (PI) slant TEC in the present thesis. An
optimum grid size for the Indian SBAS, GPS And Geo-
Augmented Navigation (GAGAN), has been calculated to
be 1° " 1.2°, which is markedly different from the 5° “ 5°
used in the US Wide Area Augmented System (WAAS).

The equatorial ionosphere is characterized by severe
plasma depletions with steep gradients on the edges. The
steep gradients on the edges have been studied using GPS
TEC measured at Pune. The duration of bubbles observed
with GPS transmissions has been found to be dependent on
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the relative velocity between the satellite at the pierce-point
altitude and the predominantly eastward drift of the
ionospheric irregularities, and the orientation of the satellite
trajectory. An asymmetry has been noted between the
eastern and the western walls of a drifting plasma bubble.
Parameters obtained using different techniques have been
examined to find an association with post-sunset equatorial
scintillations affecting geostationary L-band satellite links
at Calcutta. Among all the different methods, measuring the
latitudinal gradient of TEC serves as the best precursor to
occurrence of scintillations. However, in locations where
installation of a satellite signal receiving system is difficult,
latitudinal distribution of topside ionization density from
DMSP satellites, available online, could readily provide a
simple measure.

Call for Submissions

In order to encourage dialogue with young radio
scientists, the Radio Science Bulletin publishes the abstracts
of relevant doctoral dissertations or theses in the fields of
radio science as soon as they are approved by universities
or other degree-awarding institutions.

We thus call upon supervisors or research-group
leaders to bring this opportunity to the attention of recently
qualified doctoral graduates, asking them to e-mail their
abstracts to the address given below. The date of publication
should be given, with full details of the address of the
awarding institution, and also an e-mail address for the
author. It would also be helpful to indicate to which URSI
Commissions the doctoral work relates most closely.

Peter Watson
University of Bath
E-mail: rsbursi@bath.ac.uk
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James C. Lin

Development of Cancer in Normal Mice Exposed
to Mobile-Phone Radiation

The development and promotion of cancer by land-
mobile cellular radio-communication radiation of differing
frequencies and modulations were the subject of several
studies using four different strains of normal mice: CD-1,
ODC,CBA/S,and B6C3F1. Anarticle ina previous column
[1] described three studies using GSM-900 and genetically
prone Em-Pim1 lymphoma mice, which produced varying
results. Differences and uncertainties in the animal protocols
and exposure systems limit the conclusions that can be
drawn from these studies. Note that while results from the
present four studies using normal mice add to our basic
knowledge of potential interactions, they should not be
regarded as confirmation or refutation of studies using Em-
Pim1 transgenic mice.

Studies with the first three strains of mice were for
exposures of one year or less. Both female and male
B6C3F1 mice were the subjects of a two-year, whole-life
study.

One of the studies involving exposures of one year or
less investigated the potential for mobile-phone fields to
promote skin cancer after a single dose of the carcinogen
7,12-dimethylbenz[a]anthracene (DMBA), using the CD-1
mouse model in a medium-term bioassay [2]. Since the
combination of DMBA initiation and 12-O-
tetradecanoylphorbol-13-acetate (TPA) promotion is
routinely used to study carcinogenesis, TPA was used for
positive control. In this study, 10-week-old female CD-1
mice were treated with a single application of DMBA on
shaved dorsal skin. A week later, mice were divided into
four groups: 48 for sham exposure (DMBA-sham), 48 for
RF exposure (DMBA-RF), 30 for positive controls (DMBA-
TPA), and 30 as cage controls (DMBA-control).

Mice were exposed dorsally to 1439 MHzRF radiation
inindividual chambers lined with absorbing materials in the
near field of a monopole antenna, using time-division
multiple-access (TDMA-1500) signals of a personal digital

cellular (PDC) phone. The 19-week exposure was carried
outfor 1.5 h/day, five days/week, at a dorsal skin local peak
SAR of 2.0 W/kg, with a whole-body average SAR of
0.084 W/kg. The fact that the ratio of peak to average SAR
was 24 is irrelevant and misleading, because of localized
exposure in the near field of the antenna with animals being
partially restrained. It was not a whole-body exposure
scenario.

The results showed that the incidences of skin cancers
in DMBA-RF, DMBA-Sham, DMBA-TPA, and DMBA-
Control groups were 0/48 (0%), 0/48 (0%), 29/30 (96.6%),
and 1/30(3.3%), respectively. As expected, the incidence in
the DMBA-TPA group was nearly 100%: skin-tumor
response sensitivity of the CD-1 mouse to the DMBA-TPA
combination is well known. These results indicated that
near-field, partial-body exposure to TDMA-1500 fields did
not indicate a promotional effect on skin tumorigenesis
initiated by DMBA.

The co-carcinogenic potential of GSM-900 fields
(operating at 902.5 MHz, 0.577 ms pulses, and 217 Hz
modulation) and DAMPS on ultraviolet (UV)-induced skin
cancer was investigated using female ODC mice [3].

The digital advanced mobile phone system (DAMPS)
is a second-generation mobile phone system developed for
use in the US market; it has now been superseded by other
technologies. It operates in the 800 and 900 MHz frequency
bands, with 30 kHz channels. Like GSM, DAMPS is a
digital wireless communication system. However, itemploys
a different, non-compatible version of the TDMA
technology. The frequency was 849 MHz for this DAMPS-
849 study; the pulse duration was 6.67 ms, and the pulse-
repetition frequency was 50 Hz.

Groups of 50 transgenic female 12-15 week-old ODC-
K2 mice were exposed for 1.5 h/day, five days per week,
during the 52-week study. Identical rectangular waveguide

James C. Lin is with the University of Illinois at Chicago,
851 South Morgan Street (M/C 154), Chicago, Illinois
60607-7053 USA;

Tel: +1(312) 413-1052 (direct); +1 (312) 996-3423 (main
office); Fax: +1 (312) 996-6465;

E-mail: lin@uic.edu.
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chambers were used for the RF and sham exposures. The
mice were kept in small cylindrical acrylic restrainers that
allowed the animals to turn around, except for some larger
ones toward the end of the experiment. Further, the placement
ofthe restrainers in the transverse orientation of waveguide
chambers prevented the mice from aligning their longitudinal
axis parallel to the electric field. Each chamber
accommodated the exposure of 25 mice at a time (additional
animals from the same litters as the study animals were used
to make up for the capacity of the chambers). The order of
RF and sham exposures was changed weekly.

The whole-body average SAR was reported to be
0.5 W/kg in both the GSM and DAMPS groups. The whole-
body average SARs were4.0and 1.5 W/kg fora given pulse
inthe two respective groups. The maximum deviation of the
SAR was estimated to be 30% both for the GSM-900 and
DAMPS-849 groups.

The UV radiation was administered three times per
week at a dose 0f 240 J/m2 (1.2 times the human minimum
erythemal dose) using lamps simulating the solar spectrum,
except for the cage-control group. The protocol required
UV exposures to precede RF exposures on Mondays and
Fridays, and on Wednesdays the animals were exposed to
RF first.

Among the mice available for histopathology, eight
were cage controls, and 27, 26, and 26 were in the GSM-,
DAMPS-, and sham-exposed groups, respectively.
Microscopic skin tumors developed in three (11.5%) mice
that were subjected to UV exposure and served as sham-
exposed. None in the cage-control group developed a
macroscopic skin tumor. The exposure results showed that
four (15%) and five (19%) of the GSM-900 and DAMPS-
849 exposed mice developed macroscopic skin tumors, but
neither the GSM nor DAMPS exposures had a statistically
significant effect on the development of skin tumors in
normal ODC mice. Furthermore, GSM and DAMPS fields
did not appear to act as a co-carcinogenic to UV-induced
skin tumors.

The capacity of mobile-phone RF radiation to act as
a cancer promoter was the subject of an investigation
examining the mobile phone’s effect on the development of
cancers initiated in mice by ionizing radiation [4]. lonizing
radiation was selected as an initiator because it is known to
induce leukemia and lymphomas, as well as several other
types of cancers, in mice. Young female CBA/S mice (three
to five weeks old) were randomized into four groups of 50
mice: cage control, sham, and two groups of RF-exposed
animals. Except for the cage-control group, all mice were
irradiated by X-rays at the beginning of the study, and then
exposed to mobile-phone RF radiation for 1.5 h per day,
five days per week for 78 weeks.

The total-body X-ray dose was 4 Gy, delivered as
three equal fractions of 1.33 Gy at one-week intervals with
linear accelerators. Appropriate steps were taken to ensure
uniform irradiation of the whole body. The mobile-phone
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exposure started on the day of exposure to the ionizing
radiation.

The two types of RF exposures were signals from the
analog Nordic Mobile Telephony (NMT) system at
902.5 MHz, used mainly in North European countries, and
the digital GSM system, operating at 902.4 MHz. The
exposures involved three identical rectangular waveguide
chambers: the same as those used by this group in another
study, mentioned above [3]. The average whole-body SAR
was 0.35 and 1.5 W/kg for the GSM-900 and NMT-900
groups, respectively.

The survival rate of mice in the cage-control group
was significantly higher, at 96%, compared to 68% in the
sham-exposed group; cage controls were not exposed to
ionizing radiation. The survival rates of 68%, 66%, and
68% in the GSM, NMT, and sham-exposed groups,
respectively, were similar. Moreover, the results showed
that the proportion of X-ray irradiated mice with any
neoplasm were 94%, 98%, and 98% in the GSM, NMT, and
sham-exposed groups, respectively. Exposure to mobile-
phone radiation did not significantly increase the incidence
of any primary neoplasm in the tissues examined. The
overall incidence of primary malignant neoplasm was 50%,
56%, and 40% in the GSM, NMT, and sham-exposed
groups, respectively. The corresponding incidences of
benign neoplasm were 82%, 76%, and 84%.

While the results of this study do not suggest cancer
promotion by RF radiation from GSM-900 or NMT-900
mobile phones, the proportion of X-ray irradiated mice with
any neoplasm was as high as 100% in all exposed groups,
irrespective of exposure conditions.

Itshould also be mentioned thata particular limitation
or uncertainty surrounding this study was the use of the
waveguide-chamber exposure system, which likely
produced highly selective absorption among the animals.
Further, the dosimetric determinations were estimations of
time and spatially averaged absorptions, and they bore little
relation to daily exposure or individual SAR, or their
distribution inside the animal’s body. Some of the animals
may have encountered either considerably lower or higher
SARs during a given exposure session, which would be
washed out in the averaged responses.

The singular, two-year, whole-life study investigated
the carcinogenic potential from exposure to GSM and
Digital Cellular System (DCS) fields operating at 902 and
1747 MHz, respectively [5]. The study involved a large
number (1,170) of female and male B6C3F1 mice. This
strain of mice is a first-generation hybrid strain produced by
crossing C57BL/6 females with C3H males. The animals
were eight to nine weeks of age at the start of RF exposures.

The DCS system is commonly known as DCS 1800,
and is a mobile communication system that operates in the
1710 to 1880 MHz region of the frequency spectrum. It
uses the spectrum between 1710 MHz and 1785 MHz for
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uplink,and 1805 MHzand 1880 MHz for downlink operations,
respectively. Standard signaling schemes were used in this
study. The study design included groups of 50 B6C3F1 mice
of each sex for cage control, sham, GSM-900, and DCS-1800
exposures at whole-body averaged SARs of 0.4, 1.3, and
4.0 W/kg for two hours per day, five days per week for two
years.

The sham- and RF-exposed groups were housed in the
same room. It should be noted that while 100 mice were
designated as cage controls, they were not included in any
comparison among various study groups. Instead, the
publication included the statement, “comparison to published
tumor rates in untreated mice revealed that the observed
tumor rates were within the range of historical control data”

[51].

The RF exposure was conducted using “Ferris wheel”
chambers, developed for the two frequencies of interest. Each
chamber supported the simultaneous exposure of up to 65
micerestrained in plastic tubes. The GSM-900 and DCS-1800
exposures were conducted during the same time of the year,
under essentially the same technical, laboratory, and
environmental conditions.

Corresponding to the whole-body average SARs 0f 0.4,
1.3, and 4.0 W/kg, the maximum average SAR during an
active burst was 3.7, 11.1, and 33.2 W/kg, respectively. The
average absorption in the brain of a mouse was 2.5 W/kg for
GSM and 5 W/kg for DCS. It should be noted that while the
incident field was adjusted to maintain the same exposure
level, independent of the animal’s mass or age, the average
uncertainty for SAR was +400 and 200% for GSM and DCS,
respectively. Moreover, the spatial peak SAR at 4 W/kg
might have been as high as 250 W/kg for GSM and 30 W/kg
for DCS. Obviously, the SARs varied widely under both
GSM and DCS exposures.

For GSM-900 exposures, the results showed that while
the number of tumor-bearing B6C3F1 female mice (77%) at
all levels was about 18% higher than in males (65%), they
were not significantly different from the sham-exposure group
in either females or males [5]. Also, the results did not show
any significant increase in the incidence of any particular
organ-specific tumor type in the GSM-exposed compared to
the sham-exposed. Likewise, the incidence of hepatocellular
carcinomas was similar in the GSM- and sham-exposed
groups. However, there appeared to be a dose-dependent
decrease of the incidence of hepatocellular adenomas in
males. Further, the decrease of hepatocellular adenomas in
males exposed to 4.0 W/kg was significantly different
(P =0.048) from that in the sham-exposed males.

In DCS-exposed mice, the incidence of tumor-bearing
females was highest (37/50, 74%) in the sham-exposed group,
but it was not significantly different from the 31/50 (62%), 35/
50(70%),and 33/50 (66%) for 0.4, 1.3, and 4.0 W/kg groups,
respectively. However, there was a distinct dose-dependent
decrease in the incidence of tumor-bearing males compared to
the sham-exposed group. Specifically, the incidence was
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37/50 (74%) in the sham-exposed group and 30/50 (60%;
P =0.202), 25/50 (50%; P=0.023), and 24/50 (48%;
P =0.013) in the three respective SAR levels.

Thus, while the incidence of hepatocellular carcinomas
was similar in DCS and sham-exposed groups, inmale C57BL/
6 mice there was a dose-dependent decrease. Moreover, the
decrease in males exposed to 4.0 W/kg was significantly
different ( P = 0.015) from that in the sham-exposed.

In summary, among the studies of cancers in normal
(non-transgenic) mice, only one was a two-year or life-long
study, while others varied from 19 to 78 weeks. There were
two investigations on the promotional or co-carcinogenic
potential for DMBA- and UV-induced skin cancers in CD-1
mice for 19-week exposures to TDMA fields, and ODC mice
for 52-week exposures to GSM and DAMPS modulations,
respectively. In both cases, the animals were partially restrained.
These experiments did not indicate a promotional or co-
carcinogenic effect on skin tumorigenesis.

The two-year study on the carcinogenic potential in
female and male B6C3F 1 mice is especially worthy of note in
several regards. While exposure of male and female B6C3F1
mice to wireless GSM-900 and DCS-1800 fields did not show
any overall increase in the incidence of tumors, there was a
dose-dependent decrease in the number of tumor-bearing
males, and more so for incidence of hepatocellular carcinomas.
The SARs in restrained mice varied widely (by as much as 85-
fold) for both GSM and DCS exposure in “Ferris wheel”
chambers, although the incident field was adjusted to maintain
the same exposure level, independent of the animal’s mass or
age.
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GHz Electromagnetic Near Fields,” Carcinogenesis, 22, 11,
2001, pp. 1837-1841.

3. P. Heikkinen, V. M. Kosma, L. Alhonen, H. Huuskonen, H.
Komulainen, T. Kumlin, J. T. Laitinen, S. Lang, L. Puranen, and
J. Juutilainen, “Effects of Mobile Phone Radiation on UV-In-
duced Skin Tumourigenesis in Ornithine Decarboxylase
Transgenic and Non-Transgenic Mice, Int. J. Radiat. Biol., 79, 4,
2003, pp. 221-233.

4. P. Heikkinen, V-M. Kosma, T. Hongisto, H. Huuskonen, P.
Hyysalo, H. Komulainen, T. Kumlin, T. Lahtinen, S. Lang, L.
Puranen, and J. Juutilainen, “Effects of Mobile Phone Radiation
on X-Ray-Induced Tumorigenesis in Mice,” Radiat. Res., 156,
2001, pp. 775-785.

5. T. Tillmann, H. Ernst, S. Ebert, N. Kuster, W. Behnke, S.
Rittinghausen, and C. Dasenbrock, “Carcinogenicity Study
of GSM and DCS Wireless Communication Signals in B6C3F1
Mice, Bioelectromagnetics, 28, 2007, pp. 173-187.
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Conferences

URSI cannot be held responsible for any errors contained
in this list of meetings.

July 2009

EMC’09 - 2009 International Symposium on
Electromagnetic Compatibility, Kyoto

Kyoto, Japan, 20-24 July 2009

Contact: Prof. R. Koga, Dept. of Communication Network
Engineering, Okayama University, Tsushima, Okayama,
700-8530, Japan, Fax +81 86-251-8136, E-mail:
emc09@is.takushoku-u.ac.jp, Web: http://www.ieice.org/
emc09/contacts.html

August 2009

14th International EISCAT Workshop

Tromso, Norway, 3 - 7 August 2009

cf. Announcement in the Radio Science Bulletin of March
2009, p. 65.

Contact : Web : http://uit.no/fysikk/eiscat2009ws/

September 2009

Metamaterials 2009

London, UK, 1-4 September 2009

Contact: Dr. Richard W. Ziolkowski, E-mail:
ziolkowski@ece.arizona.edu, Web: http://
congress2009.metamorphose-vi.org/

ICEAA’09 - International Conference on
Electromagnetics in Advanced Applications

Turin, Italy, 14-18 September 2009

Contact: ICEAA 07, Politecnico di Torino , Corso Duca
degli Abruzzi 24 , 10129 Torino, Italy, Fax: +39-011-564-
5199, e-mail: gspinasanta@corep.it, Web: http://
www.iceaa.net/

October 2009

International Conference on Radar

Bordeaux, France, 12-16 October 2009

Contact: SEE / CONGRESS DEPARTMENT, Béatrice
Valdayron - Valérie Alidor - Caroline Zago - Morgane
Melou, Fax: + 33 (0)1 56 90 37 08, E-mail :
radar2009@see.asso.fr , Web: http://www.radar2009.org
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February 2010

META ’10 - Second International Conference on
Metamaterials, Photonic Crystals and Plasmonics
Cairo, Egypt, 22-25 February 2010

cf. Announcement in the Radio Science Bulletin of March
2009, p. 65.

Contact: Dr. Said Zouhdi, Laboratoire de Génie Electrique
de paris, LGEP-Supélec, Plateau de Moulon, 91192 Gif-
sur-Yvette Cedex, France, Fax+33 1 69 418318, E-mail:
said.zouhdi@supelec.fr, Web: http://metal0.lgep.supelec.fr

March 2010

8th International Nonlinear Waves Workshop

La Jolla, CA, USA, 1-5 March 2010

Contact: William E. Amatucci, Plasma Physics Division,
Code 6755, Naval Research Laboratory, Washington, DC
20375, USA, Fax 202-767-3553, E-mail
bill.amatucci@nrl.navy.mil

April 2010

AP-EMC 2010 - Asia-Pacific EMC Symposium
Beijing, China, 12-16 April 2010
Contact: Web: http://www.apemc2010.org

June 2010

CROWNCOM - 5thInt. Conference on Cognitive Radio
Oriented Wireless Networks and Communications
Cannes, France, 16-18 June 2010

Contact : Jacques Palicot, SUPELEC, Avenue de la Bulaie,
53576 Cesson-Sévigné, France, Fax +33 299-844599, E-
mail: jacques.palicot at supelec.fr

July 2010

STP-12 SCOSTEP symposium

Berlin, Germany, 10-16 July 2010

Web: http://www.iap-kborn.de/SCOSTEP2010/ -
SCOSTEP= Scientific Committee on Solar-Terrestrial
Physics
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COSPAR 2010 - 38th Scientific Assembly of the
Committee on Space Research (COSPAR) and
Associated Events

Bremen, Germany, 18 - 25 July 2010

cf. Announcement in the Radio Science Bulletin of
December 2008, p. 73.

Contact: COSPAR Secretariat, c/o CNES, 2 place Maurice
Quentin, 75039 Paris Cedex 01, France, Fax: +33 1 44 76
74 37, E-mail: cospar@cosparhq.cnes.fr, Web: http://
www.cospar2010.org/ or http://www.cospar-assembly.org

August 2010

EMTS 2010 - International Symposium on
Electromagnetic Theory (Commission B Open
Symposium)

Berlin, Germany, 16-19 August 2010

Contact: EMTS 2010, Prof. KarlJ. Langenberg, Universitit
Kassel, D-34109 Kassel, Germany, E-mail:
info@emts2010.de , Web: http://www.emts2010.de

3rd International Communications in Underground
and Confined Areas

Val d’Or, Québec, Canada, 23-25 August 2010

Contact: Paule Authier, Secrétaire, LRTCS-UQAT,
Laboratoire de recherche Télébec en communications
souterraines de I’'UQAT, 450, 3e Avenue, local 103, Val-
d’Or,Québec J9P 1S2, Fax: (1)(819) 874-7166, E-mail: Ircs
(@uqat.ca, Web: http://www.icwcuca.ca/welcome.asp

September 2010

AP-RASC-2010 Asia-Pacific Radio Science Conference
Toyama, Japan, 22-25 September 2010

Contact: Prof. K. Kobayashi, Vice President for International
Affairs, Chuo University, 1-13-27 Kasuga, Bunkyo-ku,
Tokyo 112-8551,JAPAN, Fax: +81-3-3817-1847, E-mail:
kazuya@tamacc.chuo-u.ac.jp

An up-to-date version of this Conference Calendar, with
links to various conference web sites can be found at
www.ursi.org/Calendar of supported meetings

News from the URSI
Community

FRANCE
MepaILLE bu CNFRS

La Médaille du Comité National Frangais de
Radioélectricité Scientifique (CNFRS) section frangaise de
I’Union Radio Scientifique Internationale (URSI) a été
décernée le 24 mars 2009 a Daniel Maystre.

URSI-France souhaite ainsi souligner I’importance
des contributions de Daniel Maystre au développement des
connaissances en électromagnétisme et en optique et comme
animateur des communautés scientifiques de ces domaines.
Ainsi, ces travaux sur les réseaux de diffraction et la
diffraction inverse dans le domaine de ’optique, I’ont
conduit a élaborer une théorie rigoureuse de la diffraction
par les surfaces aléatoires. Derniérement ceux-ci ont porté
sur les métamatériaux. Par ailleurs, il crée en 2002 le GDR
Ondes, lieu d’animation de la communauté scientifique
investie dans le domaine des ondes ¢lectromagnétiques,
optiques et acoustiques.
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LaMédaille du CNFRS/URSI est « destinée a honorer
des personnes qui ont ceuvré pour le renom de la Science en
Radioélectricité et/ou participé d’une maniére trés
significative a la vie et au renom du CNFRS/URSI ».

Né en 1945, D. Maystre a obtenu une agrégation de
Physique en 1968, a I’issue de quatre années d’études a
I’ENS de St Cloud. Entré au CNRS, il soutient en 1974 une
these d’Etat sur la théorie des réseaux de diffraction, qui est
traduite en anglais par la NASA I’année suivante. 11 dirige
de 198822000 le Laboratoire d’Optique Electromagnétique
de I’Université d’Aix-Marseille 111 puis, a 1’issue d’une
mission que lui confient le CNRS et I’Enseignement
Supérieur, il fait créer en janvier 2000 1’Institut Fresnel,
Unité Mixte de Recherche 6133. Le CNRS crée aussi en
2002 sur sa demande le GDR Ondes dont il prend la
direction pendant quatre années.
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Dans un premier temps, D. Maystre s’est quasi-
exclusivement consacré a 1’étude théorique et numérique
des réseaux de diffraction. La découverte d’une équation
intégrale originale lui a permis d’élaborer le premier code
numérique capable de calculer précisément les propriétés
des réseaux dans le visible, ’infrarouge et 1’ultraviolet.
Perfectionné au cours du temps, ce code est utilisé
aujourd’hui par une vingtaine de centres industriels et de
laboratoires universitaires dans le monde. Il a permis au
début des années 70 d’explorer les propriétés des premiers
réseaux holographiques et d’optimiser les proprictés des
premiers réseaux embarqués sur satellite dans le cadre de la
naissante Optique spatiale.

Daniel Maystre a développé la premicre théorie
phénoménologique quantitative des “anomalies de Wood”
des réseaux de diffraction, basée sur les propriétés des
plasmons de surface. Il a ainsi découvert puis vérifié
expérimentalement le phénomene d’absorption totale d’une
onde incidente par un réseau métallique. Le groupe de D.
Maystre a par la suite modélisé€ les cristaux photoniques et
les fibres optiques a cristaux photoniques. Il a été parmi les
premiers a introduire la diffraction inverse dans le domaine
de loptique et de I’électromagnétisme et a élaborer une
théorierigoureuse de la diffraction par des surfaces rugueuses
aléatoires.

Enfin, plusrécemment, D. Maystre s’est intéressé aux
métamatériaux. Il a pu démontrer mathématiquement qu’un
matériau main gauche homogéne de perméabilité et
permittivité simultanément négatives ne pouvait exister
mais que néanmoins, la notion de « superlentille » n’était
pas une vue de I’esprit.

D. Maystre a re¢u en 1975 le prix Fabry de Gramont
attribué par le Comité Frangais d’Optique. Il a obtenu le
Prix Scientifique Philip Morris en 1998. En 1980 — 81, il a
effectué un séjour d’une année au National Bureau of
Standards (Washington DC) financé par la “National Science
Foundation”. Il a dirigé totalement ou en grande partie une
vingtaine de théeses. Il est signataire de 20 ouvrages ou
chapitres d’ouvrage, plus de 150 articles dans des revues
internationales avec comité de lecture, 60 actes référencés
de conférences, 63 conférences invitées, quatre brevets. Il
a ¢té responsable ou co-responsable d’une trentaine de
contrats de collaboration avec des industriels et grands
organismes de recherche. Il est « Fellow » de
I’Electromagnetics Academy (Cambridge, USA).

D.Maystre estaujourd’hui, au sein de I’Institut Fresnel,
Directeur de Recherche en classe exceptionnelle au CNRS.

Advances in Electromagnetic Fields in Living Systems:

Volume 5, Health Effects of Cell Phone Radiation
by James C. Lin (Ed.), Springer Publishing, 2009, 279 pp., hardcover, ISBN: 978-0-387-92733-6.

About this Book

The popularity and rapid deployment of wireless
communication technology has led to increasing numbers
of new devices and systems that emit RF electromagnetic
energy. It has resulted in large numbers of individuals at the
workplace or in the general public being exposed to RF
fields. At the current rate of growth, more of the world’s
population will have access to mobile phone services than
to electricity. In most cases, the RF sources are in close
proximity to the human body. The increased exposures at
the workplace or in daily life have prompted the need for
furtherresearch to evaluate RF safety and health implications.

However, exposure to RF electromagnetic fields is
not limited to mobile or wireless communication: widespread
applications of RF and microwave energy are found in RF
article identification and surveillance, on-body sensing and
interrogation, novel active and passive security and detection
technology, and proposed digital living network applications.
Given the technological, regulatory, and marketing
challenges, the timing of the introduction or deployment of
many new applications is somewhat uncertain. It should be
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noted that the experience of the cellular mobile telephone
industry indicates that once new technology is deployed,
the adoption rate can easily explode.

There is a real need for reliable scientific answers on
health effects associated with exposures resulting from
widespread use of RF electromagnetic fields in new and
existing technology and devices. The current state of
scientific knowledge is presented in seven chapters by
scientists who have made major contributions to this area of
research.

This book is written for scientists and researchers in
biophysics, bioengineering, biology, medicine, radio
sciences, physics, and electrical and computer engineering.
The seven chapters in this book include:

* Cellular Biology Aspects

» Carcinogenic Potential

* Epidemiological Studies

* Cognitive Effects

* Hypersensitivity

e Occupational Exposure

e Dosimetry and Induced Temperature
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About the Editor

James C. Lin, PhD, is Professor of electrical
engineering, bioengineering, physiology, and biophysics at
the University of Illinois, Chicago, and was Head of the
Bioengineering Department. He is a Fellow of the AAAS,
AIMBE and the IEEE, and a recipient of the d’Arsonval

Medal from the Bioelectromagnetics Society. Dr. Lin is a
member of the International Commission on Non-lonizing
Radiation (ICNIRP). He served as Chair of URSI
Commission K on Electromagnetics in Biology and
Medicine, IEEE Committee on Man and Radiation, and
Vice President of the National Council on Radiation
Protection and Measurements (NCRP).

Wave Refraction in Linear Media with Time Dispersion
by Vladimir V. Kopeikin, Moscow, Nauka, 2009, 128 pp., hardcover, ISBN 978-5-02-036962-7.

About this Book

The monograph proposes a new method for deriving
spatial-temporal geometrical-optic equations, based on
more general equations of wave-energy transfer in the
space than the equations used in a standard method. A new
approach makes it possible to pass from a locally plane
homogeneous monochromatic field model — which is an
exact solution to the wave equation for a homogeneous
medium and forms the basis for the standard version of
geometric optics — to a smoothly inhomogeneous model in
the form of the Airy function, which is an exact solution of
the wave equation for the problem of refraction in a linear
layer. The obtained approximation describes the effect of
dispersion refraction and corrects the description of usual
refraction for unmodulated monochromatic waves in linear
media with time dispersion.

This monograph can be used by specialists in the field
of' wave processes, by radiophysics studying radio propaga-
tion in the ionosphere, and by students and post-graduates of
the corresponding specialties.
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Table of Contents

Foreword

Chapter 1. Initial Wave Equations and Some of Their Exact
Solutions

Chapter 2. Wave Packet Propagation in a Homogeneous
Half-Space with Time Dispersion

Chapter 3. Numerical Description of the Dispersion
Refraction Effect Using the Non-Stationary Parabolic
Wave Equation

Chapter 4. Description of the Dispersion Refraction Effect
Using the Space-Time Ray Optic

Chapter 5. Modified Version of Space-Time RO for Media
with an Arbitrary Time Dispersion

Chapter 6. Artificial Refraction of Radiowaves in the
Ionosphere

Chapter 7. Systematic Error of Standard STRO when Non-
Modulated Radio Propagation in the lonosphere is
Described

Conclusion

References

[The above items were taken from material supplied by the
publishers.]
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Information for authors

Content

The Radio Science Bulletin is published four times
per year by the Radio Science Press on behalf of URSI, the
International Union of Radio Science. The content of the
Bulletin falls into three categories: peer-reviewed scientific
papers, correspondence items (short technical notes, letters
to the editor, reports on meetings, and reviews), and general
and administrative information issued by the URSI
Secretariat. Scientific papers may be invited (such as papers
inthe Reviews of Radio Science series, from the Commissions
of URSI) or contributed. Papers may include original
contributions, but should preferably also be of a sufficiently
tutorial or review nature to be of interest to a wide range of
radio scientists. The Radio Science Bulletin is indexed and
abstracted by INSPEC.

Scientific papers are subjected to peer review. The
content should be original and should not duplicate
information or material that has been previously published
(if use is made of previously published material, this must
be identified to the Editor at the time of submission).
Submission ofa manuscript constitutes an implicit statement
by the author(s) that it has not been submitted, accepted for
publication, published, or copyrighted elsewhere, unless
stated differently by the author(s) at time of submission.
Accepted material will not be returned unless requested by
the author(s) at time of submission.

Submissions

Material submitted for publication in the scientific
section of the Bulletin should be addressed to the Editor,
whereas administrative material is handled directly with the
Secretariat. Submission in electronic format according to
the instructions below is preferred. There are typically no
page charges for contributions following the guidelines. No
free reprints are provided.

Style and Format

There are no set limits on the length of papers, but they
typically range from three to 15 published pages including
figures. The official languages of URSI are French and
English: contributions in either language are acceptable. No
specific style for the manuscript is required as the final
layout of the material is done by the URSI Secretariat.
Manuscripts should generally be prepared in one column
for printing on one side of the paper, with as little use of
automatic formatting features of word processors as possible.
A complete style guide for the Reviews of Radio Science can
be downloaded from http://www.ips.gov.au/IPSHosted/
NCRS/reviews/. The style instructions in this can be followed
for all other Bulletin contributions, as well. The name,
affiliation, address, telephone and fax numbers, and e-mail
address forall authors must be included with all submissions.
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All papers accepted for publication are subject to
editing to provide uniformity of style and clarity of language.
The publication schedule does not usually permit providing
galleys to the author.

Figure captions should be on a separate page in proper
style; see the above guide or any issue for examples. All
lettering on figures must be of sufficient size to be at least
9 ptinsize after reduction to column width. Each illustration
should be identified on the back or at the bottom of the sheet
with the figure number and name of author(s). If possible,
the figures should also be provided in electronic format. TIF
is preferred, although other formats are possible as well:
please contact the Editor. Electronic versions of figures
must be of sufficient resolution to permit good quality in
print. As a rough guideline, when sized to column width,
line art should have a minimum resolution of 300 dpi; color
photographs should have a minimum resolution of 150 dpi
with a color depth of 24 bits. 72 dpi images intended for the
Web are generally not acceptable. Contact the Editor for
further information.

Electronic Submission

A version of Microsoft Word is the preferred format
for submissions. Submissions in versions of T X can be
accepted in some circumstances: please contact the Editor
before submitting. A paper copy of all electronic submissions
must be mailed to the Editor, including originals of all
figures. Please do not include figures in the same file as the
text of a contribution. Electronic files can be send to the
Editor in three ways: (1) By sending a floppy diskette or
CD-R; (2) By attachment to an e-mail message to the Editor
(the maximum size for attachments after MIME encoding
is about 7 MB); (3) By e-mailing the Editor instructions for
downloading the material from an ftp site.

Review Process

The review process usually requires about three
months. Authors may be asked to modify the manuscript if
it is not accepted in its original form. The elapsed time
between receipt of a manuscript and publication is usually
less than twelve months.

Copyright

Submission of a contribution to the Radio Science
Bulletin will be interpreted as assignment and release of
copyright and any and all other rights to the Radio Science
Press, acting as agent and trustee for URSI. Submission for
publication implicitly indicates the author(s) agreement
with such assignment, and certification that publication will
not violate any other copyrights or other rights associated
with the submitted material.
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